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Fluency and disfluency have attracted a great deal of attention in different areas of linguistics such as language acquisition or psycholinguistics. They have been investigated through a wide range of methodological and theoretical frameworks, including corpus linguistics, experimental pragmatics, perception studies and natural language processing, with applications in the domains of language learning, teaching and testing, human/machine communication and business communication.

Spoken and signed languages are produced and comprehended online, with typically very little time to plan ahead. As a result, they are often characterized by features such as (filled and unfilled) pauses, discourse markers, repeats and self-repairs, which can be said to reflect ongoing mechanisms of processing and monitoring. The role of these items is ambivalent, as they can be both a symptom of encoding difficulties and a sign that the speaker is trying to help the hearer decode the message. They should thus be interpreted in context to identify their contribution to fluency and/or disfluency, which can be viewed as two faces of the same phenomenon.
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What do listeners think of disfluencies?

Martin CORLEY
University of Edinburg

Recent research shows that listeners are sensitive to disfluencies in unfolding discourse, using them to modify predictions about what will be said. But how do they interpret the pragmatic content of the message? I present a series of experiments examining these issues using a "lying game" in which speakers identify the locations of treasure, either fluently or disfluently. Results show that listeners robustly interpret disfluency as a clue to dishonesty, and that this happens early in comprehension, even where other evidence is available. However, when there is a plausible exogenous cause of the disfluency such as speaker distraction, this effect is modulated, suggesting that listeners are causally interpreting the disfluencies uttered. It is therefore surprising that an interactive version of the paradigm where speakers' utterances are freely generated suggests that listeners' judgements may be misguided: Speakers tend to be more disfluent when telling the truth, although listeners steadfastly continue to distrust disfluent speech.

Do (non-linguistic) variables affect learners’ (dis)fluency? A learner corpus-based perspective

Sandra GÖTZ
Justus Liebig University Giessen

It has been noted by various scholars that second-language acquisition (SLA) theory needs to take into account learning context as a determining factor in a learners’ spoken fluency (e.g. Norris and Ortega 2001; Freed et al. 2004). Researchers in the field of language testing, as well, have documented a considerable degree of variability in learners’ fluency, depending on non-linguistic context variables, such as the test-taker’s or interlocutor’s gender, the communicative style during the test or the task type (e.g. Porter 1991; Kormos 1999; O’ Sullivan 2000; Csépes 2009). However, we face a number of challenges in systematising the multitude of variables that affect learners’ fluency performance, because it is very difficult to operationalize them quantitatively. Consequently, empirical research into interrelations between these non-linguistic learning context variables and language learners’ fluency far has mainly either focused on a small number of learners (in the fields of SLA and language testing) or a small set of non-linguistic learning context variables (in learner corpus research). Thus, if we want to abstract from the fluency development of individual learners to the general picture of the output of a greater number of typical learners regardless of the learners’ L1, we need to take into account comparable data from many learners that have in common a defined set of typical and representative (non-linguistic) variables. This is one of the central rationales in compiling learner corpora as repositories of learners’ natural language use (cf. Ellis 1994; Granger 2002).

In this talk, I will discuss how learner corpus research into fluency can benefit immensely from taking into consideration learning context variables gathered from the learner profiles of the Louvain International Database of Spoken English Interlanguage (LINDSEI; cf. Gilquin et al. 2010). LINDSEI includes data of learners with 11 different L1s and provides a variety of meta-data on each individual learner in the corpus (e.g. sociobiographic data, languages the learners have been exposed to, the number of years of English instruction at school and at
university, time spent abroad, or other language(s) spoken by the learner), as well as on the interviewers (e.g. gender, languages spoken, familiarity with the interviewee). By way of presenting the findings of some case studies conducted on LINDSEI, I will discuss the effect of these non-linguistic variables on learners’ fluency, including the fluency development after a stay abroad or the effect of sociolinguistic variables on the learner’s fluency performance regardless of their L1. Finally, the implications of the findings of these case studies will be outlined, particularly focusing on the implications on learner corpus-based fluency research and the fluency development of advanced learners of English.


Modeling disfluencies across domains

Helena MONIZ
Universidade de Lisboa

Disfluencies are on-line editing strategies with several (para)linguistic functions. Everyday we are annalists of our own speech and of others, monitoring distinct linguistic and paralinguistic factors in our communications, using disfluencies to make speech a more error-free system, a more edited message, and a more structured system with coherent and cohesive mechanisms.

This presentation focuses on the analysis of disfluencies, aiming at a characterization of the regular patterns in their production in European Portuguese, and at contributing towards the fully automatic processing of structural metadata events. This analysis was strongly supported on prosodic feature processing, and involved corpora of very different characteristics. For that purpose a framework was built for metadata annotation including prosodic features, a crucial step for Portuguese, since prior to this work our in-house speech recognizer had no integration of such features. This framework allowed us to access several layers of linguistic information (e.g., acoustic-prosodic, POS, pragmatic) in a very flexible way and proved to be a suitable tool for the analysis of metadata events.

The robustness of acoustic-prosodic features across domains was investigated using university lectures and dialogues. Different models trained with one corpus were tested on the
other, revealing that models can be quite robust across corpora for this task, despite their distinct nature. The model trained on dialogues proved to be the more robust one, possibly due to the fact that dialogues contain more contrastive tempo characteristics, while sharing with university lectures most of the pitch and energy patterns on disfluent sequences. Therefore, a model created with such data generalizes better.

In our current research, we try to extend this study to other domains, including human-computer interactions both with virtual and embodied agents.

Signs of (dis)fluency throughout development: The language use of Deaf children who are native users of a signed language considering adult examples of (dis)fluency

David QUINTO-POZOS

University of Texas at Austin

Native users of signed languages are notably perceptive about a stranger’s signed language skills. Lifelong signers can typically determine whether someone they have never met before is a native signer, like them, or if the stranger was exposed to the signed language sometime after birth—especially if their exposure did not occur until late in childhood or beyond. Not unlike the perceptual abilities of native users of spoken languages, signers may be utilizing multiple cues—some of which are subtle and others more overt—that signal whether a person had early exposure to the visual-gestural language. Such cues might be considered among the metrics for an individual’s fluency in a signed language. However, what can be said about judgments of a native speaker’s fluency in a signed language, especially if that speaker is a child?

Empirical studies of so-called fluency markers in a signed language are not numerous, although several studies of fluencemes in French Belgian Sign Language (LSFB) have highlighted markers of fluency in adult native signers, including rate of signing (Notarrigo & Meurant 2015) and use of repetition (Notarrigo, Meurant, & Simon 2016), among others. Such studies have pushed the boundaries of where signed language researchers look for effects of early language exposure on language processing and use.

Other work on fluency in signed language has questioned the role of multilingualism. For example, a fluent signer of one sign language who also knows another sign language might exhibit examples of a signed “accent”. This has been shown for adult signers of American Sign Language (ASL) and Mexican Sign Language (LSM) by Quinto-Pozos (2002, 2008) and signers of Al-Sayyid Bedouin Sign Language (ABSL) and Israeli Sign Language (ISL) by Sandler (2014). These authors share a focus on aspects of phonetics and phonology in the language use of late-learners, highlighting features such as handshape, movement, and so-called ‘hand prominence’ (fingertip, radial, or ulnar prominence in articulation).

What about fluency within a deaf user’s first language, especially during development? Judging a native signer’s fluency at various stages in their childhood is particularly challenging task because children are notoriously variable in their linguistic and psychosocial development. What are the cues that lead a fluent signer to judge a child’s signed language use as (less-than) fluent? Are there differences between disfluency that is caused by late exposure to language versus disfluency that co-occurs with a developmental disorder or deficit (e.g., of language and/or cognition)?

I will discuss various aspects of fluency in signed language use. Studies of adults that focus on aspects of phonetics and phonology will be reviewed in order to establish what has been
discussed in terms of second-language (L2) use. In addition, the presentation will highlight aspects of childhood development that may signal unexpected disfluency, according to reports from educators and developmental specialists at schools for the deaf and case study data that we have collected in our lab.

Signed language use by deaf children who are native signers provides a fertile ground for investigating aspects of fluency in the visual-gestural modality throughout development.


Papers
A contrastive analysis of disfluency markers in Hungarian in four different settings

Mária BAKTI¹, Judit BÓNA²

University of Szeged¹, Eötvös University²

Speech production in itself is a complex online process, with concurrent phases (Levelt 1989). During consecutive interpreting, a target language text is produced based on the source language text and notes taken based on the source language text; during sight translation the target language text is produced based on a written source language text. Sight translation (ST) is at the boundary of translation and interpreting (Agrifoglio 2004), but some scholars see it as a specific type of written translation or a variant of oral interpretation (Lambert 2004). During ST the interpreter has continuous access to the information in the SL text; during the perception stage, the interpreter must divide attention between visual input and oral production and during text production, the interpreter must also monitor their production while reading and translating.

These factors can determine or influence the process of speech production and speech planning, and thus the disfluency surface markers in the target texts (Bóna and Bakti 2014, Mead 2000, 2002, Shreve et al. 2011)

In this project we examined the output of ten MA students of interpreting in four speech production settings. The ten MA students finished their four-semester interpreter training at a Hungarian university and were preparing for their final exam at the time the recordings were made. Recordings were made in four settings: (1) sight translation from English into Hungarian on the topic of English as a Lingua Franca, (2) consecutive interpreting with notetaking from English into Hungarian on English as a Lingua Franca and its implications for the interpreting profession. Students were asked to prepare a short presentation (3) in Hungarian on English as a Lingua Franca and an informal interview (4) was also carried out with the students in Hungarian in which they spoke about the interpreting tasks and various other topics.

The Hungarian target texts were recorded, transcribed and analyzed for disfluency surface markers.

We aimed to answer the following research questions:

1. What is the pattern of disfluency markers in the four settings?
2. Are there any similarities between the patterns for each setting?
3. What is the function of disfluencies in each setting?

How does timing depend on the setting? (tempo, pauses, other disfluency markers) ?

Our preliminary results indicate that depending on the complexity of the task, the frequency and type of disfluencies changed, in other words the speech production setting does influence speech tempo and the duration and frequency of pauses, together with the occurrence of disfluencies. The most complex production task, sight translation, is characterized by the slowest speech tempo, the longest pauses and longest filled pauses.


Filled and unfilled pauses in recurrent multiword sequences in L2 presentational talk

Nicole BAUMGARTEN
University of Sheffield

The paper presents results from a longitudinal study of L2 development and register acquisition in English academic speaking in an internationalized university environment outside a native English speaking context, the so-called expanding circle of English language use (Kachru, 1985). In the environment investigated, English figures both as a means of lingua franca communication and as learning objective in dedicated English LSP courses. It has been suggested that in this kind of environment, language use operates under conditions of reduced common ground: There is limited access to a consistently norm-providing framework that regulates situational appropriateness of linguistic choice and participants experience heightened variability in language forms, form-function mappings and interactional choice (Le Page and Tabouret-Keller, 1985). It has been suggested further that under these circumstances normativity is suspended so that non-standard choice is not made interactionally relevant (Firth, 2009). The resultant unpredictability of linguistic choice opens up for L2 speakers a multitude of L2 learning trajectories and socialization paths. When communicative situations and constellations recur, the groups of speakers may evolve into a community of practice (Lave and Wenger, 1998), including the acquisition and development of a linguistic repertoire through potentially idiosyncratic appropriation of the L2 (Kramsch, 1998).

The present paper investigates recurrent multiword sequences (RMS) as markers of L2 development with a focus on the role and functions of filled and unfilled pauses in L2 speakers’ RMS repertoire and use in order to gain insight into the development of routinized L2 discourse production in an expanding circle learning and usage environment. RMS have been investigated under a variety of names, including lexical phrases (Nattinger and DeCarrico, 1992), routine formulae (Coulmas, 1979), conversational routines (Aijmer, 1996), recurrent word combinations (Altenberg, 1998), lexical stems (Pawley and Syder, 1983), lexical bundles (Biber et al., 2004), formulas (Simpson-Vlach and Ellis, 2010), and formulaic sequences (Wray, 2002).
Their use has increasingly come to be considered as an important measure of L2 development in adults’ spoken English and as a prerequisite for fluent L2 delivery (Adolphs and Durow, 2004; Crossley and Salisbury, 2011; De Cock, 2000; Wood, 2006; Ellis et al., 2008; Qi and Ding, 2011; Sánchez-Hernández, 2013). The quantitative presence of RMS in a speaker’s speech reflects the degree of routinization of discourse production (Altenberg, 1998; Biber et al., 2004) as RMS are used as building blocks of and scaffolding devices for continuous discourse. Relatively little is known, however, about the development of fluency through acquisition of RMS in environments that are characterized by limited range and depth of target language use (Baumgarten 2014).

In addition, as far as can be gleaned from the descriptions of methodology in the research on L2 acquisition and use of RMS to date, the presence of filled and unfilled pauses within and around RMS has not been systematically considered in discussions of L2 speakers’ capacity to produce uninterrupted ‘chunks’ or stretches of speech. As De Cock (2000) suggested, however, rather than diminishing over time, filled pauses might come to be analysed by L2 speakers as parts of a multiword sequence. For L1 collocation use, Kjellmer (2003) has already shown that er and erm can be functional parts of collocations. This is in line with research on filled (in particular hesitation makers uh and um) and unfilled pauses, which revealed that they function as markers of discourse structure and intersubjectivity, and carry non-linguistic, social meaning (e.g. Stenström, 1994; Swerts 1998; Mukherjee 2000; RendleShort, 2006; Tottie 2011).

The present study explores the L2 development of RMS and the functional status of filled and unfilled pauses within and around them through a longitudinal study of 10 students’ L2 performance in the academic register oral presentation. We chose to focus on this type of speaking because academic presentations have been described as high stakes communicative events for L2 speakers: They require L2 production over a prolonged period of time under real-time production constraints (Graham & Barone, 2001; Nesi & Basturkmen, 2009). As such, academic presentations are instances in which pre-patterned language and routinization of discourse production help speakers to manage the affordances of the presentation situation. The presentations in our data occurred as regular monologic speaking assignments in English LSP classes. They were sampled on three naturally occurring classroom occasions during the students’ first, second and final year of undergraduate study. The presentations were videorecorded and manually transcribed using an orthography-based transcription model (Rehbein et al., 2004). The RMS in students’ talk were identified using the clusters/ngrams-function of the concordancer software AntConc (Anthony, 2012) and analysed for their structure, functional diversification, frequency, and changes to structure, function and frequency over time across individual L2 speakers and in the group. The analysis revealed that rather than just decreasing with time and exposure to the register, the pauses become constitutive parts of the RMS and contribute to their functions in discourse. These functions relate to discourse structuring, the expression of intersubjectivity, and speaker self-management in the presentation situation where RMS functions as stock turn holders to allow online planning and express phases of speaker deliberation at the same time. These results indicate that in monologic academic speaking pauses become part of what speakers themselves may experience as fluent, automatized and routinized L2 delivery and increasingly expert performance in the register. This, in turn, means that pedagogical interventions to eradicate disfluencies caused by pauses and hesitations will initially disrupt speakers’ subjective experiences of fluent speech production and habitual performance patterns. Further research needs to clarify the register-specificity of RMS and pause patterns in both L1 and L2 use to determine whether L2 RMS
and pause patterns are a feature of learner language – and possibly the effect of a poverty of L2 exposure (Wray, 2000) in non-target language settings – or a function of the affordances of the speech situation that is unrelated to L1 or L2 speaker status.


Mukherjee, Joybrato 2000. “Speech is silver, but silence is golden: Some remarks on the function(s) of pauses”. Anglia, 118/4: 571–584.


Synthesized lengthening of function words - The fuzzy boundary between fluency and disfluency

Simon BETZ, Sina ZARRIEß, Petra WAGNER
Bielefeld University

I. INTRODUCTION & BACKGROUND

As [1]’s model of speech production suggests, speakers sense upcoming difficulties and can correct them before uttering. A reasonable strategy to bridge resulting gaps is to prolong the words in the articulatory buffer [2]. This often buys enough time to correct the issue, resulting in standalone disfluent lengthening, after which fluency is resumed [3]. In case of more severe difficulties, the lengthening may be followed by other disfluencies such as silent or filled pauses or repetitions. Similar hesitation strategies might be useful in automatic speech production, e.g. for spoken dialogue systems that interact with human users and typically face a variety of challenges in natural language understanding and generation.
Lengthening is an ambivalent phenomenon in speech that seems to be located at the fuzzy boundary between fluency and disfluency. It regularly occurs before phrase boundaries [4],[5] and besides constitutes a common hesitation disfluency. Some disfluencies consist of lengthening [3] only, and some lengthenings appear so subtle that they pass unnoticed [6],[7].

We assume that these characteristics of lengthening make it a key component in spoken dialogue systems that are capable of producing disfluencies, as they enable to buy a variable amount of time whilst being unobtrusive to the listener [6]. It is not yet known, however, how much synthetic lengthening is acceptable and how lengthening influences the user’s interaction with the system. To address these issues, this study tests the effects of step-wise increases of synthesized lengthening on user ratings and interaction speed.

II. METHODS

We designed a perception test to evaluate sound quality of lengthening. This test is embedded in a simple game, in which users are asked by a synthetic voice to move around pentomino pieces on a computer screen (figure 1). The instructions follow a fixed order of [ <pick up a piece> <conjunction phrase> <move it onto another piece> ] (cf. sentences in example 1 with the conjunction phrase in boldface). After each stimulus, to proceed, participants have to click one of the four quality feedback buttons that constitute a 4-point MOS-scale.

**Fig. 1.** Game scene with sound quality feedback buttons: very good, rather good, rather poor, very poor.

**A. Stimulus design**

Previous studies suggest that lengthening mainly occurs on function words [8],[9], and that German articles, conjunctions and pronouns are frequent targets for lengthening [3]. For this study we test synthetic lengthening of function words in different degrees of lengthening with 400, 600, 800, 1000, 1200 and 1400 ms duration of the target word. The target words are German monosyllables (der, die, das, und, dann, ihn) selected because of their high frequency of occurrence and syllable-type balancing. The duration for each segment in the target words is determined by applying the duration model based on the elasticity hypothesis [10], means and standard deviations for each phone are extracted from the GECO corpus [11]. Each target word

---

1 For this study, the "strong" form of the elasticity hypothesis was applied, i.e. general mean durations were used. At the moment, we test the reliability of an elasticity model that is based on disfluent lengthening data only to predict segment durations.
is embedded in a different carrier sentence and is located at the junction of two phrases that instruct the user to drag and drop pentomino pieces. The resulting six sentences (cf. Example 1) were synthesized in seven different configurations:

- The default configuration (i.e. with all segmental durations as predicted by the synthesizer’s language model)
- The six different lengthening configurations (i.e. the same as the default, except that the target word’s duration is set to 400, 600, ... 1400 ms.).

*Example 1*: Sentences (lengthened elements in boldface)

(1) *Nimm das rote Kreuz und lege es zum gelben Winkel.*
(2) *Die grüne Treppe, die muss rüber zum blauen Balken.*
(3) *Der gelbe Winkel, der muss rüber zum roten Balken.*
(4) *Das blaue Kreuz, das muss rüber zur grünen Treppe.*
(5) *Nimm die rote Treppe, dann lege sie zum gelben Kreuz.*
(6) *Nimm den grünen Balken und lege ihn zum blauen Winkel.*

In addition to the resulting 42 stimuli for analysis, we created 56 additional stimuli with different shapes and colors and without lengthening as distractors. Another six different stimuli were created for training the participants.

**B. Stimulus presentation**

Participants were instructed to act incrementally, i.e. start the task as soon as possible during the instruction and not wait until the voice has finished speaking. Each participant got the same set of 42 stimuli and 56 distractor sentences in a random order. Each session started with a short training phase to get participants used to the task.

**C. Participants**

23 participants took part in the experiment, all of them were students of Bielefeld University, between 19 and 37 years old (mean age 26.3). Six of the participants (26%) were male, 16 (73%) female and one of other gender. 20 (86%) had German as their mother tongue. 15 (66%) had previous experience with some kind of speech synthesis. None reported impairments of vision or hearing. The participants were paid 3€ for their effort. None of the above mentioned variables (gender, mother tongue, experience with synthesis) had any apparent influence on the results. One participant was excluded from the final analysis, because inspection of their data revealed that they did not proceed incrementally.

**III. RESULTS**

Following suggestions by [12], we used R [13] with the lme4 package [14] to conduct a linear mixed effects analysis of the influence of lengthening extent on user ratings. As fixed effect, we had lengthening extent. As random effects we had intercepts for stimuli and participants, as well as by-stimulus and by-participant random slopes for the effect of lengthening extent, to control for ideiosyncrasies of the participants and stimuli. Visual inspection of the residuals did not reveal any obvious deviations of homoscedasticity or normality.

We found that regardless of stimulus and participant, lengthening extent influences user ratings (\( t(743) = -6.855 \), each increment lowering the average rating score by about 0.18±0.027 (standard errors), on a scale where 4 corresponds to the best and 1 to the worst rating.

In addition to the ratings, we measured relative task completion times and checked for influences of lengthening extent. To control for the different sentence lengths, we calculated
the time span from beginning of audio until the drop of the pentomino piece divided by sentence duration. Using the same mixed models approach as above, we found that lengthening also significantly lowers relative task completion times ($t(743) = -4.296$), indicating that participants are not confused by the lengthening, but rather use the extra time to complete the task.

IV. DISCUSSION

As can be seen in Fig. 2, stimuli get good overall feedback and the ratings decline very slowly as lengthening increases, reaching a sustained trough at 1200ms. On the one hand, this leads to the assumption that even relatively long lengthening is a valid strategy for spoken dialogue systems. On the other hand, it suggests that lengthening should ideally be kept low to maintain highest-possible quality. Analyses of the interaction speed support this assumption, cf. Fig. 3. Users use the extra time granted by lengthening to solve the task - they get faster relative to sentence duration as lengthening increases, but appear to get distracted by extreme lengthening, when they appear to slow down again (although the slowdown is not significant).

Even lacking any evidence for lengthenings $>1200\text{ms}$, we take these as indicators for a turning point in synthesis quality around 1200ms: In terms of ratings, users do not differentiate anymore; in terms of task completion times, users need more time.

We furthermore suspect that lengthening is sometimes hard to notice due to its frequency of occurrence and its diversity of functions in everyday speech [6][7]. Summing up, our results raise the question as to the point at which lengthening characterizes a disfluency. In this experiment, we deliberately operationalized lengthening as a means to express hesitation, so it certainly counts as a disfluency from the production perspective. However, we still do not know the exact point (or the exact extent of lengthening) at which listeners start perceiving it as a disfluency. The slow and steady decline of our ratings suggests a fuzzy boundary rather than a clear threshold between “fluent” and “disfluent” lengthening.

V. CONCLUSION

We showed that synthesized lengthening gets good user feedback and does not negatively impact interaction speed.

Although this study reveals more of a fuzzy boundary than a clear threshold in lengthening acceptability, ratings and interaction times in the conditions over 1000ms suggest that there is an upper limit to synthetic lengthening. Possible follow-ups could examine the impact of greater lengthening extents to determine whether there is a turning point around 1200ms or whether this is merely an outlier. Lengthening in general appears well suited for disfluency synthesis. It is to be determined if longer hesitations should be covered by lengthening over multiple words or with combinations with other disfluencies such as silent and filled pauses.
Fig. 2. User feedback with respect to word length. 4=good, 1=bad

Fig. 3. Relative task completion time (divided by stimulus duration) over the different lengthening conditions

Disfluencies in children’s and adolescents’ spontaneous speech: the effect of speech task

Judit BÓNA, Tímea VAKULA
Eötvös Loránd University

Frequency of disfluencies in speech is affected by several factors like speech task and speaker’s age. The main question of this presentation is if there are differences in the occurrence of disfluencies of children and adolescents depending on speech task.

80 subjects’ recordings from GABI, the Hungarian Child Language and Speech Database and Information Repository (Bóna et al. 2014) were selected for the research: twenty 6-year-old, twenty 9-year-old children, and twenty 13-year-old and twenty 17-year-old adolescents. In all groups there were 10 males and 10 females. All of them were native Hungarian speakers with normal hearing, and didn’t have any speech or language disorder.

Recordings were made with each subject in three situations which represented different speech tasks and required various cognitive skills with various levels of difficulty. 1. Spontaneous narrative (subjects spoke about their own lives); 2. narrative recalls (the task was to recall a short story they had listened to as accurately as possible; the success of it is determined by speech processing, attentional and working memory mechanisms, and narrative competence; Juncos-Rabadán–Pereiro 1999). 3. storytelling (the subjects had to relate a story on the basis of a series of six pictures.)

The frequency of every disfluency was defined for all speakers. Each occurrence and type of disfluencies were identified and coded by the two authors. The rate of agreement was 98% between the two coders. The types of disfluencies were analyzed, as follows (Searle et al., 2002; Roberts et al., 2009): interjections, revisions, repetitions (word- or phrase-repetitions and partword repetitions), and lengthenings. The data were compared across the age groups and the three speech tasks.

Preliminary results show that speakers’ age has significant effect on the frequency of disfluencies, but there is significant difference between the speech tasks only in case of the 13-year-old and the 17-year-old groups.

Pedagogical implications: The results show which speech task is easier to produce for the children in the late stages of speech development and for the adolescents, and what language planning problems they have while speaking.


Comparing the evaluation and processing of native and non-native disfluencies

Hans Rutger BOSKER¹,²

Max Planck Institute for Psycholinguistics¹, Radboud University²

Introduction

Disfluency is a common feature of both native and nonnative speech. Nevertheless, there are considerable differences between native and non-native disfluency in the incidence and distribution of disfluencies. This study is concerned with the consequences of these differences between native and nonnative disfluency for fluency perception. If native and nonnative disfluencies are perceived differently by listeners, this could carry implications for the language testing practice since it may reveal whether the fluency evaluation of non-native speakers in language tests reflects the way we listen to native speakers in everyday communication.

Two research questions were formulated: (1) do listeners weigh native and non-native disfluencies differently in fluency evaluation?; and (2) do listeners process native and non-native disfluencies differently in online speech processing?

Experiments

The first two experiments concerned fluency evaluation. Semi-spontaneous speech excerpts of approximately 20 seconds from 10 native and 10 non-native speakers (intermediate proficiency) of Dutch were selected, with comparable numbers of silent pauses. In Experiment 1, the length of these silent pauses was manipulated resulting in three pause conditions: No Pauses (all silent pauses manipulated to have a duration <150 ms); Short Pauses (all silent pauses manipulated to have a duration between 250-500 ms); and Long Pauses (all silent pauses manipulated to have a duration between 750-1000 ms).

Participants in Experiment 1 (N=58; naïve raters) listened to the manipulated native and non-native speech with instructions to rate the speech for fluency on a scale from 1 (very disfluent) to 9 (very fluent). Results revealed that longer pauses led to lower fluency ratings, as expected. Moreover, this effect was comparable for the native and the non-native speech. That is, lengthened pauses in native speech led to a similar decrease in perceived fluency level as lengthened pauses in non-native speech.

Participants in Experiment 2 (N=57; new naïve raters) listened to the native and non-native speech in two rate conditions: Original (no rate manipulation); and Transplanted (native speech was played at a relatively slow non-native rate; non-native speech was played at a relatively fast native rate). Results showed that slowing down native speech led to a decrease in perceived fluency level, and speeding up nonnative speech led to an increase in perceived fluency level.

Moreover, the increase and decrease induced by the rate manipulations was of similar magnitude across native and non-native speech. Taken together, Experiment 1 and 2 suggest that native and non-native disfluencies are weighed in a similar fashion.

The final two experiments concerned the online processing of native and non-native disfluencies. Experiment 3 involved an eye-tracking experiment which investigated the processing of filled pauses (uh) in native and non-native speech. Since filled pauses in native speech typically occur before low frequency words [1], we argued that listeners may anticipate reference to a low frequency object upon hearing a native disfluency. Conversely, in non-native speech filled pauses have a more irregular distribution [2], potentially making non-native uh’s worse predictors of the word to follow.

Participants in Group A (N=35) were presented with fluent and disfluent versions of referring expressions like Click on thee uh... [Klik op uh de …], recorded from a native speaker of Dutch,
followed by a high frequency target (e.g., *bike*) or a low frequency target (e.g., *sewing machine*). Participants in Group B (N=36) heard the same referring expressions, only this time recorded from a non-native speaker of Dutch (low proficiency; strong foreign accent). Participants’ task was to click on one of two objects representing the sentence-final target presented visually on a computer screen, while their eye fixations were recorded using eye-tracking.

Results showed that, in fluent sentences, participants’ did not have a preference for either object on screen. In disfluent speech, participants in Group A showed anticipatory looks towards low frequency objects, suggesting that they used the native disfluency to predict a low frequency referent. However, participants in Group B listening to non-native speech did not show this anticipatory bias. These findings demonstrate that native disfluencies elicit prediction of more complex referents whereas non-native disfluencies do not. This may potentially be explained by the difference in disfluency distributions in native and non-native speech, with non-native disfluencies being worse predictors of the word to follow, thus attenuating listeners’ anticipatory behavior.

Finally, **Experiment 4** investigated the processing of articulation rate in native and non-native speech. The perceived rate of a precursor sentence may influence the perception of subsequent vowels. For instance, the perception of a Dutch vowel ambiguous between short /a/ and long /a:/ may be biased towards /a:/ by presenting it after a fast precursor sentence [3]. To compare this rate effect across native and non-native speech, participants in Experiment 4 (N=45) were presented with fast and slow precursor sentences (recorded from 2 native and 2 non-native speakers), followed by target words ambiguous between /a/ and /a:/, The acoustic characteristics of the native and non-native speakers were matched (identical fast and slow articulation rates, identical target vowels, etc.). Results showed that, indeed, fast precursors biased target perception towards /a:/, Moreover, in non-native speech there was an additional overall bias towards /a:/, suggesting that non-native speech was perceived as perceptually faster than matched native speech.

**Discussion**

Our findings show that native and non-native disfluencies are weighed similarly in fluency evaluation. This suggests that fluency evaluation of non-native speakers in language tests is a valid method reflecting everyday communication with native speakers. Nevertheless, the processing of non-native disfluencies is different from the processing of native disfluencies: non-native *uh*’s do not elicit prediction of low frequency referents and non-native articulation rate is perceived as faster than matched native speech, showing that ‘explicit’ fluency ratings and ‘implicit’ perception dissociate. As such, fluency evaluation is not informative of the online cognitive processes involved in speech comprehension, but only of their outcome.

---


Pragmatic markers have been shown to function at various levels of the discourse (see e.g. Schiffrin, 1987; Redeker, 1990; Aijmer, 2002; Fischer, 2006) with two major types of functions, viz. structural (or textual) functions and interpersonal (or involvement) functions. Especially in their former capacity, pragmatic markers can be considered as providing “the ‘grease’ between parts of discourse” (Aijmer, 2013: 31). As such they contribute to the fluency of spoken discourse and may help speakers overcome disfluency issues.

Over the past few decades the surge of scholarly interest in pragmatic markers has also addressed non-native speaker perspectives. Such studies for English have brought to light differences between native speakers and learners. These largely consisted in reported “underuse” of a broad range of pragmatic markers by the learners (e.g. Romero Trillo, 2002; Hellermann and Vergun, 2006; Müller, 2005), with only a few exceptions (e.g. Müller, 2005, Aijmer, 2011 and Buysse, 2015 on well; Buysse, 2012 on so). One of the markers that does not appear to receive much attention from learners is you know. This pragmatic marker has often been described as primarily a marker of common ground, fostering relations between co-participants and serving as a cue for a hearer to retrieve an inferred message from assumed common ground (Östman, 1981; Jucker and Smith, 1998; Fox Tree and Schrock, 2002; Beeching, 2016). It has been argued that learners tend to shy away from pragmatic markers that fulfil such interpersonal functions (cf. Romero Trillo, 2002; Buysse, 2011). Another of you know’s most widely recognized functions is that of an editing marker (Holmes, 1986; Stubbe and Holmes, 1995; Erman, 2001; Fox Tree and Schrock, 2002; Müller, 2005): it occurs at moments where a speaker is looking for the right word or content, or needs to repair a prior utterance. In other words, when a speaker is experiencing problems processing or monitoring the discourse they may turn to you know. This would make you know precisely a suitable candidate to aid learners in signalling or overcoming such difficulties. In short, one major function of you know may have learners of English avoid this marker whereas another may on the contrary appeal to them and cater for their conversational needs.

The present study sets out to investigate how you know is used by learners of differing mother tongue backgrounds. Four components of the Louvain International Database of Spoken English Interlanguage (LINDSEI) will be examined. This corpus consists of interviews with learners of English approaching the final stages of their formal language learning process, as they are all majoring in English at university. These informal interviews were conducted by members of the teaching staff at the students’ institutions according to a set format (Gilquin et al., 2010): the interviewee first talked for a few minutes about a topic (e.g. a film, book, travel experience or a life-changing experience), which sparked a conversation with the interviewer; at the end of each interview the learners were asked to tell a short story based on four pictures. For the purposes of this study the Dutch, French, German and Spanish components of LINDSEI were selected, each consisting of 50 interviews. The findings from this learner corpus are compared with those from the Louvain Corpus of Native English Conversation (LOCNEC), the native speaker reference corpus of LINDSEI that was compiled along the same lines as LINDSEI.

The qualitative analysis constitutes an in-depth corpus-driven functional analysis that demonstrates that all of the functions that appear in the native corpus also surface in the learner corpora. I will also contend that, regardless of whether it occurs as an editing marker or functions more on an overtly interpersonal level, you know always contributes to the fluency of
the speaker’s discourse and of the conversation. Differences between the sub-corpora are particularly found in the quantitative analysis, where it is shown that (i) the incidence of you know is considerably lower in all learner sub-corpora than in the native sub-corpus, (ii) you know is considerably less frequent in the German sub-corpus than in the other learner sub-corpora, and (iii) within each sub-corpus there is much variation between individual speakers in the frequencies with which they turn to you know.


A preliminary contrastive analysis of the acoustic features of “nasal grunts” in the CID and NECTE corpora
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Introduction

This paper proposes a preliminary contrastive analysis of the meanings conveyed by “nasal grunts”, “i.e. words which have no ‘clear meaning’ (Ward, 2000: 29) but possess a nasal feature” (Chlébowski and Ballier, 2015: 54).

We replicated on the CID corpus (Bertrand et al., 2008) – a corpus of spontaneous French – the study conducted by Chlébowski and Ballier (2015) and Chlébowski (2015) on the “nasal grunts” of Geordie English in the NECTE corpus (Allen et al., 2007). Their study included an experimental investigation of those sounds in an attempt to characterise an exhaustive typology of their acoustic features, i.e. “phonetic and prosodic components of 394 occurrences” (Chlébowski, 2016: 44), to which “they ascribed attitudinal meanings, according to the literature […] following a ‘compositional model’ (Ward, 2006: 55)” (Chlébowski, 2016: 44). They finally verified those meanings through a lexical-contextual analysis (Chlébowski and Ballier, 2015) and a preliminary perceptual evaluation (Chlébowski, 2016).

Following these authors, we hypothesise that “nasal grunts” in French convey interactional and attitudinal meanings encoded in their acoustic components. Therefore, beyond the fact that they may be categorised as fillers, backchannels or disfluencies, they would convey the same kind of meanings as words and - as regards interactions – express that the speaker is still fluent.

Method

The CID corpus (Bertrand et al., 2008) is composed of 8h of dialogue recordings involving 16 participants (10 female and 6 male natives of French language) performing two tasks of spontaneous language: 1) talk about professional conflicts and, 2) talk about odd situations (Bertrand et al., 2008: 3). Unlike the NECTE corpus (Allen et al., 2007) which was ecological (Chlébowski and Ballier, 2015: 54), the participants of the CID corpus (Bertrand et al., 2008) have been recorded using headsets microphones which reduce the background noises and enable us to analyse “nasal grunts” even when speakers talk at the same time (Bertrand et al., 2008: 4).

Investigating the “phoneme TextGrids” of this corpus with AntConc software (Anthony, 2012), we have found there were 2159 “nasal grunts” in the CID corpus (Bertrand et al., 2008), i.e. 424 of the type hein, 22 han, 166 hum, 1545 mh, and 2 hm. We have realised an experimental investigation with Praat software (Boersma and Weenink, 2009) of 4 files (i.e. AB, CM, EB and SR) from the CID corpus (Bertrand et al., 2008), i.e. 2 conversations of 2h each, from 2 male and 2 female speakers, for a total of 361 “nasal grunts” analysed out of 2159 (i.e. 56 hein, 4 han, 7 hum, 293 mh and 1 hm).

We have then extract automatic measurements of the duration (ms) and formants of those grunts by running a script with Praat software (Boersma and Weenink, 2009), analysed their register (Hz) semiautomatically and their fundamental frequency (ST), voice qualities (i.e. creakiness and breathiness or medial [h]), the presence of medial glottal stop and syllabification manually. This investigation showed that there were in fact 237 “nasal grunts” in the 4 files analysed, i.e. 21 grunts of the type /ɛ̃/, 16 /ɛ̃ɛ̃/, 3 /ɛ̃ɛ̃ɛ̃/, 4 /inhaled a/, 14 /inhaled m/, 46 /m/, 21 /m̰/, 16 /m.hm/, 68 /m.m/, 1 /m .m /, 3 /m.m.m/, 1 /m.mh/, 14 /œm/, 4 /œm̰/, and 13 /œ̰ m̰/. This investigation also showed that just as the cases of clitics (Chlébowski and Ballier, 2015: 44).
from the NECTE corpus (Allen et al., 2007), 39 of the grunts analysed here from the CID corpus (Bertrand et al., 2008) were linked to the previous words (e.g. quand même_hein, or d’accord_euh_mh) or the following words (e.g. mh_ouais). Moreover, 14 of the grunts analysed here were in fact part of laughter. All of “these cases were excluded, given our compositional perspective” (Chlébowski and Ballier, 2015: 54), but cases of the form c’est fini_hein were kept because they were deemed to be outside the phonological domain of clitic groups because of the hiatus, as opposed to cliticlike uses of grunts that may not add one syllable but may trigger a liaison (linking).

We have finally ascribed semantic meanings to each of the acoustic components found in this preliminary investigation of the CID corpus (Bertrand et al., 2008), based on French literature of French language when possible e.g. a high-rising contour would suggest that the speaker is asking a question (Morel and Danon-Boileau, 1998), and [œ] in eum, that the speaker is signalling to his/her interlocutor a problem is his/her speech and the wish to keep the floor (Candea, 2000). If not, we decided to keep those ascribed by Chlébowski and Ballier (2015) and Chlébowski (2015) on Geordie English (e.g. [m] would mean that the speaker is processing something while speaking (Chlébowski and Ballier, 2015: 55). We have then performed a lexical-contextual analysis of those meanings to confirm our intuitions.

Results

Results of the acoustic analysis showed that we can find the same acoustic components on French in the CID corpus (Bertrand et al., 2008) that Chlébowski and Ballier (2015) and Chlébowski (2015) found on Geordie English in the NECTE corpus (Allen et al., 2007), i.e. three groups of duration, low-rises, low-falls, fall-rises, rise-falls, a low-register, medial /h/ or breathiness, creakiness, nasal vowels, nasalised vowels and nasal-bilabial consonants. The analysis of formants on the vowels of “nasal grunts” from the CID corpus showed that the vowel in euh_mh would always be of the form [œ], the vowel in hein of the form [ɛ]̃, and the vowel in han of the form [a]̃. It also tended to show that segmental acoustic components of “nasal grunts” were subjected to the phonological inventory of the targeted language, e.g. ehm [ɛm] in Geordie English vs. eum [œm] in French, but still the meaning is posited to be comparable.

Moreover, we found new acoustic components that we did not find in the NECTE corpus (Allen et al., 2007), i.e. inhaled [h], final [h] or breathiness, three syllabled grunts, and high-falls, and some components that we did find in the NECTE corpus were missing, e.g. high-rises. However, considering the fact that the investigation of the “nasal grunts” from the NECTE corpus (Allen et al., 2007) was performed on half of the PVC files (PVC, Milroy et al., 1997) and that of the “nasal grunts” from the CID corpus (Bertrand et al., 2008) on only 4 out of 16 files, finding new elements and lacking others is not enough to claim that those components exist in French and not in Geordie English and vice versa. To support this assumption, we will take the example of the interjection hein in French, which has its own entry in some dictionaries. According to the French Centre National de ressources textuelles et lexicales (Pierrel, 2005) hein is often used “to ask for more information” (“pour demander à l’interlocuteur de completer, expliciter une information”) and according to our compositional model, will therefore be uttered with a high-rising tone, which would then exist upon French “nasal grunts”.

The fact that we found a final [h] or breathiness made us think that medial [h] or breathiness (i.e. [m.hm]) found by Chlébowski and Ballier (2015) and Chlébowski (2015) is in fact not medial, but the attack of the second syllable, and that or final [h] or breathiness will be a coda (i.e. [m.mh]). Moreover, as stated by Chlébowski and Ballier (2015: 55), the meaning ascribed to one-syllabled grunt is that the speaker takes a speaker’s role, and that ascribed to two-syllabled grunt that the speaker takes a listening role. This would suggest that grunts uttered with fall-rising and rise-falling contours – grunt of 2 syllables with the complex contours broken
on each syllable – always mean that the speaker is taking a listening role. However, we found in the CID corpus (Bertrand et al, 2008) grunts of 3 syllables with those complex contours broken on the second and third syllables. We therefore hypothesise that grunts of 2 syllables uttered with complex contours mean that the speaker takes a speaker’s role (i.e. just as a grunt of 1 syllable uttered with a simple contour) and that grunt of 3 syllables uttered with complex contours mean that the speaker takes a listening role (i.e. just as a grunt of 2 syllables with a simple contour).

Finally, though the lexical-contextual analysis of the 237 “nasal grunts” from the 4 files analysed from the CID corpus (Bertrand et al, 2008) is still in making, results suggest that each of the acoustic features of “nasal grunts” in French in the CID corpus (Bertrand et al, 2008) possess an invariant semantic value contrary to the idea that “the phonetic sequences involved in either onomatopoeia or sound symbolism are clearly not to be considered semantic constituents” (Cruse, 1986 :35). Moreover, when compared with the investigations conducted by Chlébowski and Ballier (2015) and Chlébowski (2016), our results tend to show that the semantic values conveyed by the acoustic components of “nasal grunts” are robust across French and Geordie English.

Methodologies for modelling silent pause length. Insights on individual and situational variation from a large-scale corpus study

George CHRISTODOULIDES, Iulia GROSMAN, Liesbeth DEGAND, Anne-Catherine SIMON

Université catholique de Louvain

The temporal organisation of speech can be studied by segmenting the speech signal into measurable components, as a sequence of articulated intervals and pauses. Silent pauses fulfil multiple functions (Zellner, 1994), ranging from the most basic (e.g. breathing, or pre-occlusive pauses linked to articulation), to prosodic functions (e.g. as an important correlate of prosodic phrasing, cf. Krivokapic, 2007; Simon & Christodoulides, 2016), and discursive/rhetorical functions (e.g. to indicate saliency and focus, cf. Duez, 1982).

The statistical analysis of silent and filled pause length presents a number of methodological challenges, as the typical distribution of pause durations is positively skewed; therefore the use of methods that rest upon the hypothesis of normality is not appropriate (Oehmen, 2010).

An alternative method is to study the distribution of the logarithm of pause durations. For example, Kirsner & Hird (2005) find a bimodal distribution of the log-transformed silent pause lengths in their corpus and posit that the first component distribution (short pauses) corresponds to articulatory processes, while the second component (medium-length pauses) corresponds to cognitive processes, including discourse segmentation. However, the method of log-transformation must be applied with caution, after establishing that the original pause length distribution is indeed bimodal. Campione & Véronis (2002) analysed 5 hours of read and spontaneous speech in five languages, and report a trimodal distribution of pause length, categorizing them as brief (less than 200 ms), medium (200 to 1000 ms) and long (over 1000 ms). They only found long (>1s) pauses in spontaneous speech, and reported that pauses follow a log-normal distribution globally and for each category. Demol et al. (2007) analysed a 4-hour corpus of three different speaking styles, in six European languages, finding that the “logarithmic duration of the pauses can be well approximated by a bi-Gaussian distribution” both in slow and in fast speaking rates; similar pausing strategies were found for all languages (Dutch, English, French, Italian, Romanian and Spanish). Goldman et al. (2010) studied a 40-minute French spoken corpus with 4 speaking styles (reading, narration, broadcast news and university lectures): they report a multimodal distribution of log-transformed pause length and propose to model silent pauses as a mixture of log-normal distributions.

Furthermore, research in perception and psycholinguistics has shown that perceived pauses do not correspond to physical pauses. This is a manifestation of a more general property of the human sensory system: the perception threshold is higher than the actual physical stimulus (Zellner, 1994: 43), and is modulated by previously presented stimuli. We could therefore envisage modelling pausing behaviour using a measure that normalises the duration of each silent pause based on local speech rate, including the length of silent pauses in its immediate context: i.e. using relative length values, rather than absolute length values, or the logarithm of absolute length values.

We seek to address these methodological questions through a large-scale corpus study and statistical analysis of the properties of different measures of silent pause length. We have compiled five phonetically aligned corpora of French speech: the LOCAS-F corpus (Martin, Degand, and Simon 2014), the C-Humour corpus (Grosman 2016), the Driving Simulator Cognitive Load corpus (Christodoulides 2016), the C-Phonogenre corpus (Prsir, Goldman, and Auchlin 2014), and the Rhapsodie corpus (Lacheret et al. 2014). The compilation covers 31 speaking styles, includes a total of 276 different samples, and its total duration is 17.4 hours.
As the corpus contains both monologues and dialogues, we are only focusing on pauses inside a speaker’s turn (betweenspeaker gaps have been excluded from the analysis). The corpus compilation contains approximately 23,000 turn-internal silent pauses.

Figure 1 shows the distribution of four different measures of pause duration: absolute length; the base10 logarithm of absolute length; the relative duration of each silent pause; and the base-10 logarithm of the relative duration of each silent pause. Relative duration is defined as the length of a pause divided by the arithmetic mean of the length of neighbouring segments within a window of ±5 segments (including both syllables and pauses).

**Figure 1 Distributions of four measures of silent pause length**

As expected, none of the four measures follows a normal distribution. While panel B (log-transformed durations) may suggest that this measure produces a bimodal distribution (and described as a mixture of Gaussian models), we have applied these methods to each speaking style separately, and found that some speaking styles follow a unimodal distribution, others follow a bimodal distribution, and a few follow a trimodal distribution. Figure 2 shows the distribution of the log-transformed durations for four different speaking styles (academic speech, radio news, reading and stand-up comedy). We observe that, while log₁₀(duration) appears to follow a bimodal distribution at the speaking style level (i.e. jointly modelling the distribution of pauses from several different speakers), this bimodality disappears at the individual speaker level. As can be seen in Figure 3, individual variation is greater in some speaking styles. Furthermore, the log₁₀(relative duration) measure follows a unimodal distribution in almost all cases. These findings lead us to question the appropriateness of modelling silent pause length as a mixture of log-normal distributions. They also suggest that the local speech rate context may be playing a more important role than previously assumed (a hypothesis that should be tested through targeted perception experiments). Additional analyses will be presented, regarding the relationship between the statistical distribution of silent pause length, and (a) their position in the syntactical structure, as well as (b) their occurrence as part of a disfluency *interregnum*.

In this presentation we focus on methodological questions, on the basis of a corpus study. Perspectives for future research include applying these methods to describe the distribution of filled pause length. This corpus study will facilitate forthcoming perceptual experiments in order to validate which of the modelling methods is closer to the perception of silent pause length.
Figure 2 Differences in pause length distribution by speaking style with individual variations

Figure 3 Pause length distributions by speaking style (grouped by two dimensions)


---

**Recycling discourse: from qualitative repair categories to a formal scale of fluency**

Ludivine CRIBLE

*Université catholique de Louvain*

Spoken language is characterized by online processes of production and comprehension happening over time (Holšánová 2008). A natural consequence of this temporal nature is the presence of so-called disfluencies or “fluencemes” (Götz 2013) that can generally be defined as signals of on-going mechanisms of processing and monitoring. Authors (e.g. Shriberg 1994) usually include pauses, repetitions, discourse markers, truncations, substitutions and false starts. Fluencemes are omnipresent especially in impromptu speech, although not excluded from more prepared and monologic interactions. They relate to the complex concepts of fluency and disfluency, respectively marked by smooth vs. hesitant stretches of talk (e.g. Ejzenberg 2000). However, most disfluencies are ambivalent in their structure and function: a repetition of adjacent words can either signal lexical access trouble (“it’s in the it’s in the fridge”) or stylistic emphasis (“it’s very clear it’s very clear”). This functional ambivalence as fluent or disfluent is, in principle, true for all fluencemes and connects the present approach with previous research showing the productive and strategic roles of (dis)fluent devices (e.g. Arnold et al. 2003, Corley et al. 2007): fluencemes are not only “symptoms” of hesitation but also “signals” for the listener (Clark & Fox Tree 2002).
This paper aims at bridging the gap between formal annotation (how) and pragmatic interpretation (why) of (dis)fluent devices in order to distinguish fluent from disfluent uses of the same structures and to propose a scale of (dis)fluency against which clusters of fluencemes can be evaluated. Concretely, stretches of adjacent fluencemes have been classified i) formally according to the fluencemes they contain and the relation between their different parts (e.g. immediate replacement of one word by another) and ii) functionally through a qualitative identification of the cause or motivation behind the repair (e.g. the speaker corrects an error in the first word). The resulting scale of (dis)fluency is based on this mapping of form and function, thus shedding new light on the role of specific fluencemes in the production of (dis)fluent discourse.

This study is strongly rooted in Levelt’s (1983) model of speech production and monitoring. Levelt (1983) makes a basic distinction between error-correction and appropriateness-adjustment, and further identifies four types and six subtypes of repair: delay; error (lexical, syntactic, phonetic); appropriateness (terminological specificity, contextual ambiguity, lexical consistency); other. Levelt (1983) also includes other variables describing the format of the repair and the relation between the different parts of the repair such as moment of interruption or way of restarting. He successfully shows that, in Dutch, different repair types are expressed by different forms, in meaningful clusters of cues which are designed to help the listener interpret the utterance.

Levelt’s (1983) categories have been revised and applied to 367 fluenceme clusters extracted from a French-English corpus of face-to-face interviews, compiled from the Valibel (Dister et al. 2009) and Backbone (Kohn 2012) corpora, respectively, where fluencemes had previously been identified and annotated following a multilingual and multimodal typology (Crible et al. 2016). Within this typology, the present study focuses in particular on the fluenceme of modified repetitions since it is particularly flexible and can be involved in all repair types from Levelt’s (1983) model, as opposed to less ambivalent fluencemes such as identical repetitions or truncations, for instance. Examples 1–3 illustrate some of the uses of modified repetitions.

(1) a lot of them actually head down there head down to the Barbican and walk (EN-intf02)
(2) ils parlent mal le français euh (0.720) ou ils ont été mal éduqués en français (FRintf-01)
    they don’t speak French well uh (0.720) or they had a poor education in French
(3) the mums remember you and the dads remember you (EN-intf-03)

In (1), the words “head down” are repeated to introduce the change from the contextually ambiguous pronoun “there” to the specific referent “the Barbican” (appropriateness-repair, subtype: ambiguity). In (2), the speaker substitutes one verbal phrase with another (error-repair, subtype: lexical). In (3) however, we can see that all words are repeated except one (“mums” and “dads”) but, unlike the previous two examples, this substitution is not motivated by an error or inappropriateness but rather creates an effect of resonance or parallelism, a category which was added to Levelt’s (1983) original model.

Annotation of fluencemes and coding of repair types and format were mapped in order to find recurrent patterns in each language, following the hypotheses from Levelt (1983) and Fox et al. (1996) that i) detection of repair should occur sooner when the source of the repair is an error than when it is an issue of appropriateness; ii) within-word interruptions should only target erroneous words and not “neutral” words. Modified repetitions were also expected not to frequently co-occur with discourse markers (pragmatic expressions such as “actually”, “ou”,
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“and” in the examples below) since their signaling function would be redundant and competitive with each other. Crosslinguistically, results from previous literature suggest that Romance languages make use of more complex and more ambiguous markers than English (Cuenca 2003), which should be reflected in more different types of discourse markers in French than in English repairs. Moreover, Auer & Pfänder (2007) found that French has a tendency to build parallel constructions with a rhetorical function, thus potentially resulting in more cases of “resonance” repairs as in Example (3).

The results show that lengthy repetitions seem to contribute to fluent hearer-oriented strategies, along with other features of repairs such as their syntactic integration in the original utterance or the structural or semantic resonances between segments, cues which are exclusively used in repair types of intermediate or high fluency. Another major finding is the attraction between modified repetitions and fluent repair types (i.e. the “resonance” category), while discourse markers appear rather absent from repairs in general and fluent repairs in particular, confirming my hypothesis on their redundancy – and therefore repulsion effect – with modified repetitions. Overall, the attempt to build a formal scale of (dis)fluency where different degrees of fluency are associated with objective features was successfully met by a number of cross-tabulations which converge in identifying the following three major patterns: repairs attending to utterance structure typically interrupt short units and introduce start-overs with fresh material (low fluency); repairs attending to lexical correctness are more integrated in the original utterance and cannot be formally divided into error-correction and appropriateness-adjustment (intermediate fluency); “resonance” repairs are strongly related to larger segments, long distances and high integration in the utterance (high fluency).


(Dis)fluency across spoken and signed languages: applications of an interoperable annotation scheme

Ludivine CRIBLE¹, Amandine DUMONT¹, Iulia GROSMAN¹, Ingrid NOTARRIGO²

Université catholique de Louvain¹, Université de Namur²

Natural languages, whether spoken or signed, are characterized by the presence of so-called disfluencies or “fluencemes” (Götz 2013) which reflect the online nature of production and comprehension processes. Fluencemes are related to the complex constructs of fluency and disfluency, which are commonly associated with continuity and interruption, as illustrated in Ejzenberg’s (2000: 287) definition: “the degree to which speech is articulated smoothly and continuously without any ‘unnatural’ breakdowns in flow”. Fluency is also fundamentally contextbound: the production and perception of fluencemes strongly depend on distributional (frequency, position, combination) and contextual factors (interactional features), so much so that the same fluenceme can either be fluent or disfluent depending on its local and situational environment. This ambivalence, acknowledged in our use of the term (dis)fluency, motivates a componential approach to the phenomenon that decomposes a holistic impression of “speed and effortlessness” (Chambers 1997: 535) into a typology of fluencemes which, once combined, allow the researcher to evaluate the relative fluency of the speaker or signer. Starting from Shriberg’s (1994) seminal work, an increasing body of corpus studies have indeed adopted this componential view, though with slightly different definitions, methods and research agendas, across a variety of languages (e.g. English in Besser & Alexandersson 2007, Portuguese in Moniz 2013 or French in Pallaud et al. 2013).

Following this line of research, this paper presents an annotation scheme that aims to offer an exhaustive yet flexible coverage of fluencemes, and that is applicable to both spoken and signed languages. It was designed and tested on a variety of speech situations uttered in spoken French, native and learner English as well as in Belgian French Sign Language (henceforth LSFB). The fluencemes included in the model can be divided in four groups: (1) simple fluencemes – they include pauses (filled, unfilled, hand stops), palm-ups, discourse markers, explicit editing terms, false-starts and incomplete truncations; (2) compound fluencemes, a category that covers repetitions (identical, modified, framing) and substitutions (morphosyntactic, propositional); (3) insertions (lexical, parenthetical) and deletions; and (4) “diacritics” (the term is taken from Shriberg 1994), that add contextual information to an existing fluenceme (misarticulation, lengthening, embedding, re-ordering or syntactic completion). The main innovative aspects of this annotation scheme involve, first, its applicability to multilingual and multimodal corpora (especially to signed languages), and, second, its technical format that enables the handling of complex embedded structures on a
single layer of annotation thanks to a bracketing and numbering system. Another major, more theoretical, characteristic of the scheme concerns the ambivalent (fluent vs disfluent) nature of fluencemes: not only are the consensual hesitations and interruptions included in the typology, but typically “fluent” devices are also included, that is, the strategic uses of fluencemes for rhetorical or structuring effects, as in examples 1 and 2 below.

1. we have to have (0.980) um life saving floats we have to have (0.280) life buoys we have to have (0.470) bilge pumps (Backbone corpus, “bb_en002_amphibious tours”)

2. AVOIR PT:DET DIRE BIEN AVOIR PT:DET ENVIRON (LSFB corpus, CLSFB13705) there are competent [interpreters] there are weaker [interpreters]

These examples contain several occurrences of pauses and hand stops, as well as “fluent” modified repetitions (“we have to have” in English, AVOIR PT:DET in LSFB) which are not corrective reformulations but rather create an enumeration or a contrast, respectively, thus exploiting the linguistic material in the local context for strategic purposes. This, we argue, allows the researcher to refrain from early or arbitrary judgments at this stage of the analysis.

The replicability of the annotation was assessed by an inter-annotator agreement analysis on a 7,000 word sample of radio interviews in spoken French, where we found substantial to almost perfect kappa-scores between two annotators: $\kappa = 0.67$ including disagreement on detection of fluencemes; $\kappa = 0.82$ when excluding disagreement on detection and categories with less than 10 occurrences. These results are very encouraging and indicate that the protocol can reliably be used in multilingual and multimodal corpora.

The potential of this annotation model is then illustrated in the genre of interviews in six corpora, namely Backbone (Kohn 2012), the French Corpus of Humorist Speech (C-Humour, Grosman 2016), the Louvain Corpus of Annotated Speech - French (LOCAS-F, Degand et al. 2014), the Louvain International Database of Spoken English Interlanguage (LINDSEI, Gilquin et al. 2010), the Corpus LSFB (Meurant 2015), and VALIBEL Database (Dister et al. 2009). The most frequent fluencemes were compared across the different languages and modalities, revealing whether signers and speakers of different languages and modalities resort to the same devices in a similar interaction. While spoken languages (i.e. native French, and native and learner English) show very similar quantitative behaviors (absolute and relative frequency of fluencemes), LSFB appears to make use of a different top set of fluencemes. For instance, modified repetitions are prevalent in LSFB and far more frequent than in spoken languages which prefer unfilled pauses: this result might be an indication of different strategies in coping with language production. In a last step, the study zooms in on the clustering tendencies of palm-ups and filled pauses (such as $uh$ and $uhm$ in English), investigating whether and under what conditions these two categories can be considered as multimodal equivalents, as is sometimes claimed in the literature (e.g. Locker McKee & Wallingford 2011; van Loon 2012). More specifically, palm-ups and filled pauses are systematically compared in terms of their proportion in isolation vs. in combination with other adjacent fluencemes and, if so, what and where these adjacent fluencemes appear (i.e. in initial, medial or final position in the sequence).

The method and analysis reported in this paper contribute to the growing interest for multimodal data, providing further insights into, on the one hand, the potential equivalence of fluencemes in the spoken and signed modalities and, on the other, how similar speaking situations might breed different outputs depending on (the nature of) the spoken language
(French/English, native/learner). Lastly, this multimodal and multilingual annotation scheme successfully addresses a number of methodological issues, namely universality and interoperability, in view of further enhancing our understanding of the complex notion of (dis)fluency.


Examining fluency in second language speaking from speaker’s perspective: a cognitive approach

Tannistha DASGUPTA

The English and Foreign Languages University

This paper studies fluency in second language (L2) speaking from speaker’s point of view i.e. the underlying mechanism involved in language production. Hence, it explores the aspects of L2 spoken fluency that are related to L2 linguistic knowledge and processing skill. The theoretical model adopted in the study is De Bot’s (1992) adaptation of Levelt’s (1989) ‘blueprint’ of monolingual speaker. The blueprint discusses the fundamental aspects like linguistic, psycholinguistic, and cognitive issues that underlie the act of speaking. In L2 speaking assessments, on the other hand, these aspects i.e. the underlying mechanism involved in language production, are generally disregarded (Van Moere, 2012). Usually, the relationship between subjective ratings on L2 speech and objectively measured aspects of fluency is studied (Lennon, 1990; Riggenbach, 1991; Freed, 1995; Kormos and D’enes, 2004; Rossiter, 2009). However, this study examines the relation between the underlying mechanism that is involved in L2 fluency in speaking, and L2 utterance fluency. In other words, it aims to find out the relation between L2 cognitive fluency (CF) and L2 utterance fluency (UF), where L2 cognitive fluency is defined as the efficiency of the underlying processes responsible for the producing utterances, and L2 utterance fluency is identified as the features of utterances that reflect L2 cognitive fluency (Segalowitz, 2010). In this study, the attempt is to find out which aspects of L2 utterance fluency are reliable indicators of L2 cognitive fluency.

The subjects of the study are 30 adult L2 learners of English from Hyderabad, India; with intermediate to lower-intermediate levels of proficiency in English. Data of the study includes scores in L2 linguistic knowledge test, results of lexical retrieval tasks and attention-shifting tasks (to measure CF), and 8 oral tasks (to measure UF). The three aspects of UF (speed, pause, & repair) are measured against the scores of CF. Bivariate Pearson correlation was employed to find out the predictive power of each aspect of UF (speed, breakdown, and repair fluency) over CF (linguistic knowledge and processing skill).

Data analysis shows that among the three aspects of UF; speed fluency (mean duration of syllables) is moderately related to linguistic knowledge and processing skill i.e. cognitive fluency. Results also showed moderate to weak correlation between one of the aspects (mean duration of silent pause) of breakdown fluency and CF. However, there was hardly any correlation between repair fluency and CF. Data of the present study provides new findings on the relation between L2 CF and UF since the result is somewhat different from the findings of previous research. Previous research found strong to moderate correlation between speed fluency (mean duration of syllables) and CF, and least correlation between mean duration of silent pause and CF (Baker, Smeoe, Dewey, Bown, & Martinsen, 2014; Kahng, 2014; De Jong, Steinel, Florijn, Schoonen, & Hulstijn, 2013), whereas the current results showed moderate correlation between speed fluency and CF, and some correlation between mean duration of syllables and CF. Thus, from the results of the current study it could be claimed that L2 cognitive fluency at the intermediate to lower-intermediate levels of L2 proficiency is not noticeable (no strong correlations) in terms of L2 utterance fluency. Speakers at this level of L2 proficiency may still be developing a stable and an efficient L2 system and therefore do not truly differ on these measures of L2 utterance fluency.
When compared with the results of the previous research, it can be claimed that certain features of L2 utterance fluency differ according to L2 proficiency level. The results of the present study suggest at intermediate to lower proficiency levels, employing L2 measures of utterance fluency alone for automatic scoring and assessment of L2 proficiency might not lead to sufficiently precise scoring. However, such L2 fluency measures could be useful for assessing at higher proficiency levels (Baker, Smemoe, 2014), as observed in the results of previous studies. Hence, for instructors aiming to find measures of L2 proficiency to identify learner progression (whether L2 learners have reached advanced level from intermediate level), automatic measures of L2 utterance fluency could provide sufficient evidence. Thus, aspects of utterance fluency that reflect learners’ cognitive fluency could be taken into consideration while testing L2 fluency.


**Fluency and the use of foreign words in interviews with EFL learners**

*Sylvie DE COCK*

*Université catholique de Louvain, Université Saint-Louis Bruxelles*

The Louvain International Database of Spoken English Interlanguage (LINDSEI) contains informal interviews with intermediate to advanced level learners of English as a foreign
language. The interviews follow the same set pattern and are made up of three main tasks: a personal narrative based on a set topic (an experience that taught them a lesson, a country that impressed them, or a film or play they liked/disliked), a free discussion mainly about university life, hobbies, foreign travel or plans for the future and a picture description. Although the interviews are all conducted in English, 'foreign' words, i.e. words from other languages than English, sometimes feature in both the interviewers' and the learner interviewees' contributions. Foreign words have been specially marked up in the LINDSEI corpus (<foreign> WORD(S) </foreign>) and can therefore be retrieved automatically using WordSmith Tools for example.

In an investigation of the 'communication strategies' (Tarone 2005) used by the learners in half the Norwegian component of the LINDSEI corpus, Nacey and Graedler (2013: 352) discussed the use of foreign words ('code-switching') as an L1-based compensation strategy. They argued that, contrary to what other studies had shown, code-switching was a highly effective strategy in the interviews analysed as it contributed to 'a smooth flow of conversation'. This was however not taken any further. They only suggested that one of the reasons why code-switching was so effective was that the interviewers understood the learners' L1, i.e. Norwegian.

More recently, De Cock (2015) explored the use of foreign words in five of the subcorpora included on the LINDSEI CD-ROM (Gilquin et al. 2010), namely LINDSEI_Dutch, LINDSEI_French, LINDSEI_German, LINDSEI_Italian and LINDSEI_Spanish (each of these subcorpora contains between 140,000 and 80,000 words of interviewee and interviewer speech). The study reveals a rather complex picture of learners' use of foreign words. The foreign words, which come overwhelmingly but not exclusively from the learners' mother tongue, fall into four main categories: (1) lexical bridges, which help learners bridge vocabulary/lexical gaps (words/expressions that appear to be unknown or inaccessible to them; e.g. 'cotizar', 'des algues', 'lasser'),

(2) cultural/institutional bridges, which denote aspects of the education system, events, folklore, places, etc. typically associated with some of the regions/countries mentioned in the set topic and free discussion parts of the interviews (e.g. 'Tour de France', 'Parco Nazionale del Gran Paradiso', 'Vlaamse Opera', 'Abitur', 'gilles de Binche'),

(3) pragmatic/discourse bridges, which fulfil basic pragmatic/discourse functions in the learners' L1 (e.g. 'ja', 'allez', 'si', 'enfin', 'bueno'),

(4) foreign words used in direct speech reporting or in metalinguistic discussions (e.g. 'all she could say was <foreign> ich liebe dich </foreign>' - LINDSEI_DU , 'in Spanish they they call it <foreign> chela </foreign>' - LINDSEI_SP).

The analysis shows that not all the foreign words investigated could actually be labelled as 'communication strategies' defined as 'systematic technique[s] employed by a speaker to express his meaning when faced with some difficulty' (Corder 1981: 103). Pragmatic/discourse bridges are a case in point as their use is largely spontaneous and unintentional (e.g. 'because we are (er) two: <foreign> enfin </foreign> we we are three: children in my family and (er) two of us . are studying here so (er)' LINDSEI_FR).

This paper sets out to turn a 'fluency' spotlight on the use of foreign words in LINDSEI_Dutch, LINDSEI_French, LINDSEI_German and LINDSEI_Italian. The focus is on these four subcorpora as foreign words occur in at least three quarters of the interviews included in the components and are thus fairly evenly distributed. It is noteworthy that the interviewers
in the subcorpora on the LINDSEI CD-ROM either share the learners' L1 (e.g. LINDSEI_Dutch and LINDSEI_Italian) or are native speakers of English with at least some knowledge of the learners' L1 (e.g. LINDSEI_French and LINDSEI_German), which might arguably have some impact on the successful use of foreign words in the interaction (cf. Nacey and Graedler above). The aim is to examine whether or not and to what extent the foreign words used as lexical bridges, cultural/institutional bridges and pragmatic/discourse bridges could be labelled as (dis)fluency devices in the informal interviews with EFL learners under investigation. In other words, can the foreign words under study be seen to contribute (or not) to the smooth flow of the interviews?

Central to the notion of fluency used here are real-time pressure/processing and interaction management constraints (Rühlemann 2006). The various elements that typically co-occur with each of the three types of bridges are highlighted (e.g. 'I don't know how you say it in English', 'sort of/kind of', filled and unfilled pauses tend to co-occur with lexical bridges) as are turn positions and interviewers' reactions. The notion of fluency in interaction and fluent meaning co-construction (André & Tyne 2012) is also explored in the specific context of informal interviews, which do not share two of Clark’s (1996) typical features of face-to-face conversation, namely self-determination (in informal interviews the turn-taking system is prespecified, Lazaraton 1992) and self-expression (the interviewer has the right and obligation to ask questions and the interviewee has the obligation to answer these questions and to keep talking, Fiksdal 1990).


Over the past few decades, the notion of fluency has generated growing interest in the field of second and foreign language acquisition. In several recent studies (e.g. Bosker et al. 2013; Cucchiarini, van Doremalen & Strik 2010; Gilquin & Granger 2015), researchers have analysed the way learners of different proficiency levels or mother-tongue backgrounds make use of a number of devices such as filled and unfilled pauses, self-corrections or other speech management strategies. Despite the new insights that have emerged, however, there is still a lack of agreement among researchers regarding the scope of fluency: while a stream of research restricts the construct to the temporal aspects of speech (speech and articulation rate, pausal phenomena, etc.) (e.g. Ginther, Dimova & Yang 2010; Little et al. 2013; Zellner 1994), other conceptualisations are more far-reaching and encompass elements such as reformulations, false starts, discourse markers, formulaic sequences or pronunciation (e.g. Beliao & Lacheret 2013; Derwing, Thomson & Munro 2006; House 1996). In an attempt to get better insights into this kaleidoscope of components, a number of typologies have been put forward in the literature. Skehan and Tavakoli (Skehan 2003; Tavakoli & Skehan 2005; Tavakoli 2016), for instance, differentiate three subconstructs of fluency, namely speed, breakdown, and repair fluency. They argue that, while speed fluency relates to the speed of delivery and can be evaluated with speech rate measurements, breakdown fluency is concerned with the extent to which the speech flow is interrupted by pausal phenomena, and repair fluency includes phenomena that have to do with self-correction such as reformulations, replacements, false starts and repetitions.

Notwithstanding the absence of consensus on the precise definition of fluency, it is increasingly accepted in the literature that fluency results from the conjunction of a number of quantifiable and qualifiable variables and is consequently better analysed as a bundle of features. To date however, many studies have been restricted to the investigation of one of those features at a time without considering its potential interaction with other fluency features, and even fewer studies have considered performance variations within a (seemingly) homogenous dataset. One notable exception is Götz (2013), who analysed a comprehensive set of features and attempted to delineate the “fluency profiles” of German learners of English. In her study, she showed that speakers do have individual preferences for some features and that it is possible to distinguish speaker groups that have different ways of achieving fluency.

Against this backdrop, this paper investigates the separate contributions of a wide range of fluency features and examines how these correlate and interact with one another in the interlanguage of French learners of English. The features under investigation include the following: filled and unfilled pauses, restarts, false starts, repetitions, discourse markers and connectors, truncations, vowel lengthenings and foreign words as well as speech rate and mean length of pauses. The objectives are twofold. First, the analysis of the relationship between fluency features aims to investigate whether empirical corpus findings on fluency features support the taxonomy put forward by Skehan and Tavakoli, and more particularly the distinction between breakdown and repair fluency. In this respect, learner and native speaker data are also compared and contrasted in order to identify potential points of divergence. Second, as in Götz (2013) for German learners, the analysis seeks to reveal whether there are
different fluency profiles corresponding to different speaker types among a comparable group of French learners.

The study is based on the French component of the Louvain International Database of Spoken English Interlanguage (LINDSEI; Gilquin, De Cock & Granger 2010), which is a collection of 50 interviews of Belgian French-speaking university students of English as a foreign language of high-intermediate proficiency level. The native speaker data comes from LINDSEI’s native speaker counterpart LOCNEC (the Louvain Corpus of Native English Conversation; De Cock 2004) that, likewise, contains interviews with 50 British English undergraduate native speakers. In both corpora, each interview contains three speaking tasks, namely a warming-up activity on a set topic, a free discussion and a picture description task, totalling c. 10 hours of learner and native language. The corpora have been time-aligned (which allows for the precise measurement of temporal phenomena) and subsequently annotated with the EXMARA LDA tool (Schmidt & Wörner 2014) for a wide number of (dis)fluency features such as filled and unfilled pauses, truncations, repairs, false starts or repetitions.

Results so far indicate that there are statistically significant, mostly moderate, correlations between a number of fluency features. These tend to support, although not perfectly, the distinction between breakdown and repair fluency. False starts, restarts, truncations and repetitions, for example, appear to be mutually related, while filled and unfilled pauses seem to form a separate group. The relationship between the two types of pauses however differs depending on the speaker group: whereas they are highly significantly correlated ($r = .45; p < .005$) in the native speaker data, it is not the case in LINDSEIFR. The analysis also reveals that the relationship between the two aspects of fluency, i.e. breakdown and repair, might be more complex than commonly assumed: in the data, filled pauses indeed correlate either negatively with false starts ($r = -.3; p < .05$; LINDSEI-FR) or positively with repetitions ($r = .4; p < .005$; LOCNEC) – and this finding also highlights an interesting difference between learner and native speaker fluency behaviour. Preliminary results from a hierarchical cluster analysis further show that not all the learners from the dataset behave similarly and that it is possible to identify different clusters among the learners’ fluency performances.


Temporal characteristics of speech during fluency-inducing conditions in stuttering

Simone FALK¹, ², Ramona SCHREIER², Elena MASLOW², Georg THUM², Phil HOOLE²
CNRS/Université Paris 3 - Sorbonne Nouvelle¹, Ludwig-Maximilians-Universität München²

Stuttering is a developmental fluency disorder provoking interruptions of the rhythmic flow of speech. Around 5-9 % of children and adolescents are, at least temporarily, affected by stuttering (Yairi & Ambrose, 2014). Disfluencies which are characteristic of stuttering are repetitions of segments and syllables, blockades, and segmental prolongations. Moreover, breathing difficulties can lead to untimely interruptions within words or phrases. However, stuttering has been shown to reduce considerably during so-called fluency-inducing conditions, such as singing or speaking along with a metronome (Andrews et al., 1982; Wingate, 1969). The aim of the present contribution is to examine temporal characteristics (i.e., variability, timing; see e.g., Janssen & Wienieke, 1987; Onslow et al, 1992) of perceptually fluent speech in individuals who stutter during two fluency-inducing conditions. In two studies, we tested groups of German-speaking children and adolescents who do and do not stutter while singing and while reading a word list with a metronome on the temporal variability and timing of their segmental productions. In the first study on singing (Falk, Maslow, Thum & Hoole, 2016), we found that 16 adolescents (11-16 years old) who do and do not stutter reduced Voice Onset Times (VOTs) during singing compared to speaking, but only adolescents who stutter also reduced the temporal variability of VOT during singing vs. speaking. In another study (Falk, Schreier & Thum, in preparation), we tested 28 children and adolescents (8-17 years old) on
their ability to align monosyllabic words to the pace of a metronome. Results showed that children and adolescents who stutter systematically delayed the start of vocalic nuclei in relation to the metronome beat, compared to children and adolescents who do not stutter. Results are discussed in light of related studies on fluency-reducing techniques in stuttering (Davidow et al., 2011; Stager et al., 2003) and recent theories about rhythmic predictions and predictive timing (e.g., Kotz & Schwartze, 2016; Maes et al., 2014) fostering the coupling between perception and action and thereby, the fluent production of speech.


---

Between pragmatic function and bad reputation: Partner models mediate the use and interpretation of hesitation markers

Kerstin FISCHER & Nathalie SCHÜMCHEN

University of Southern Denmark

Folk notions of hesitation markers (also called ‘filled pauses’) suggest that their occurrence is related to cognitive load, for instance, nervousness, lack of knowledge, or lack of concentration (Fischer, 2000; Fox Tree, 2001; Fraundorf & Watson 2014). Correspondingly, previous work on hesitation markers has attempted to correlate their occurrence with utterance planning (Boomer, 1965; Clark, 2006; Corley & Stewart, 2008), lexical choice (Suh, 2000) and cognitive processing in general (Christenfeld, 1994; Lindsey, Greene, Parker, & Sassi, 1995). However,
these attempts have not been entirely successful; while increased cognitive load is correlated with increasing numbers of disfluencies (e.g. Su & Luz 2016), not all of their occurrences can be explained in this way (e.g. Levinson 1983; Schegloff 2010). More recently, numerous pragmatic functions of hesitation markers have been suggested both from conversation analytic and psychological perspectives (e.g. Clark & Fox Tree, 2002; Fischer, 2000; Schegloff, 2010). The discrepancy is not yet fully reconciled: The question remains how it is possible for hesitation markers to have such a bad reputation when they may fulfill so many useful functions.

Building on the model for addressee orientation developed in Fischer (2016), we argue that hesitation marker use is crucially influenced by speakers’ partner models, and that, conversely, the interpretation of hesitation markers crucially depends on listeners’ models of the respective speaker. In particular, we suggest that the fact that hesitation markers are in systematic opposition to pauses indicates pragmatic function and hence that these markers are signs (see also Clark & Fox Tree, 2002). The function of these signs is to indicate ongoing thought processes (Fischer, 2000), not as symptoms of cognitive processes but as socially governed signs that indicate such processes. For instance, the indication of ongoing thought is pragmatically required before rejecting an invitation; for example, responding ‘no’ without delay to the question ‘how about dinner tonight?’ is more rude than marking the same answer as hesitant to indicate that it was a hard decision (Levinson, 1983:333). In other words, signaling ongoing thought processes should at least have the following pragmatic functions: \(^1\) hesitation markers indicate chunks of information and important words and hence help structure the information;

- making one’s thought processes transparent/accessible to the partner should influence likeability;
- hesitation markers indicate ad hoc production in comparison to canned, prefabricated speech, which, in turn, serves a social interactive function (similar to repair in conversation, cf. Schegloff et al. 1977; Jefferson 1972).

Obviously, this does not mean that they are strategically used, conscious signals; like most other grammatical choices we assume the use of hesitation markers to be functional, yet below levels of conscious awareness.

To test these hypotheses, we designed a between-subject experiment in which participants were presented with three variations of six original stimuli containing the hesitation marker ‘uh’ from six different TED talks presented by six different speakers. The hesitation markers occur in different positions and hence different functions, namely marking topic boundaries (Luz & Su, 2010) and important words (Fox Tree, 2001). In addition to the original version of the stimulus (utterance including ‘uh’), the six stimuli were manipulated in two ways. First, the hesitation marker was edited out, and second, the hesitation marker was edited out and replaced by silence. This means that each of our participants was presented with six stimuli, each uttered by a different speaker: two original stimuli including ‘uh’, two without hesitation, and two with silence instead of ‘uh’. Each utterance was then followed by a comprehension question about a detail of the utterance. Moreover, in order to test our hypothesis that hesitation markers serve an important function regarding addressee orientation, we framed the questionnaires in one of two ways: We told participants that they were going to listen to excerpts either from ‘great speakers’ or from ‘great teachers’. This framing was followed by a list of attributes (e.g. ‘intelligent’, ‘friendly’, ‘knowledge about topic’) that the participants had to rank according to
their expectations in accordance with the framing. Thus, two differently framed questionnaires that each included two utterances of each condition in random order were designed (resulting in 90 possible combinations) and distributed to 200 native speakers of English. The dependent measures were participants’ responses to questions about pragmatic function, but also about their predispositions and partner model. The first set of questions therefore addressed to which extent the speaker is perceived as trying to get something across, is involved, wishes the listener to really understand, and is perceived as friendly, likeable and polite (among other categories). The second set of questions concerned participants’ expectations about good speakers and good teachers.

A first analysis of the data shows significantly more positive ratings for utterances with hesitation markers marking important words as well as more correct answers to the comprehension questions. Furthermore, the speakers that prefaced important words with ‘uh’ were rated as significantly less nervous and unconcentrated. With regard to the framings, the results show significant differences in the order of prioritized attributes. 35.8% of the participants who heard ‘great speakers’ put ‘speaks fluently’ on the first rank while those expecting teachers put highest priority on ‘knowledge about topic’ (45.5%). In both cases, ‘high education’ was regarded as least important (74.4% in condition 1; 48.8% in condition 2). This indicates that expectations regarding ‘fluency’ differ across situations. While further analysis will investigate the correlation between the framing and participants’ judgments of speech with and without hesitation markers in more detail, the results so far suggest that hesitation markers indeed fulfill important information structuring and interpersonal functions and thus do not deserve their bad reputation.

Repeats in native and learner English

Tomáš GRÁF¹, Lan-fen HUANG²

Charles University¹, Shih Chien University²

Spontaneous speech production is notoriously interspersed with different types of disfluencies of which repeats are some of the most frequent ones. This applies to both native speakers and language learners. But do they produce repeats in a similar way? In our study we have compared recordings of 50 native speakers of English, 50 Czech and 50 Taiwanese advanced learners of English, and tried to answer questions regarding the frequency of repeats, the types of repeated words and their individual frequencies, the length of the repeated segments, between-speaker variability within the individual groups, the nature of any established differences thereof, and correlations with other fluency variables as well as with the learners’ proficiency.

The data for our analysis has been derived from the spoken parallel corpora LINDSEI (namely its Czech and Taiwanese subcorpora) and LOCNEC. Each of the 150 interviews is approximately 15 minutes long. The total number of tokens is approximately 300,000. The recordings have been orthographically transcribed, and all instances of repeats have been identified and tagged using a semi-automatic computer script which the author of the study developed for the purpose. Any instances of repetitions which had a semantic function (e.g. intensification) were removed. The tagging system we designed enables differentiation between the length of repeats (e.g. one- or two-word repeats), numbers of repetitions, the word classes and discourse functions. The tagged corpora were then processed using a concordancer which facilitated the quantification of results and the sorting into categories for deeper analyses.

The three corpora contain 5,253 instances of repeats, 77% of which are presented by oneword repeats, 19% by two-word repeats, and 4% by repeated stretches of three or more words. Whilst these results are almost identical for the native and non-native corpora, differences appear in the mean rate of frequency, where the native speakers produce 1.5 (SD=0.87) repeats per hundred words (phw), the Czech learners 1.9 (SD=1.18) repeats phw, and the Taiwanese learners 2.15 (SD=1.47) repeats phw. As regards between-speaker variability, this is greater in the Czech and Taiwanese subcorpora which have a larger number of speakers with a higher repeat rate than the mean repeat rate observed in the respective subcorpora. This might indicate that the learners feel a greater need to use repeats to maintain fluency. It remains to be established whether this finding can be correlated to proficiency (the corpus is currently being rated for proficiency) and establish whether less proficient users show a greater reliance on repeats or whether, on the contrary, more proficient learners use repeats in a more native-like manner.


As regards the analysis of the most frequently repeated word classes, all speakers repeat especially pronouns, prepositions, articles and conjunctions. The repeated pronouns consist mainly of subject pronouns (especially I, we, he, they) and possessives (esp. my). The most frequently repeated conjunctions are and, but and if. The most frequently repeated prepositions include in, of, for, to and about. The learners significantly (p <0.001) overuse repeats of practically all word classes except the indefinite article and contracted forms. The most underused repeats of contractions are I’ve, I’ll, I’d, he’s and it’s.

No correlations have been found between the use of repeats and other fluency variables. These include speech rate, and the frequency of filled and unfilled pauses. There does not appear to be any correlation between the learners’ accuracy (operationalised as the rate of grammatical, lexical and lexico-grammatical errors) and their use of repeats. A further examination of those learners who have an especially high repeat rate has revealed no typical pattern regarding the measures of these phenomena. We have yet to examine possible correlation with proficiency, which in the Czech subcorpus is likely to range between the CEFR levels B2 and C2, and in the Taiwanese subcorpus between B1 and C1 (based on preliminary ratings).

The results show that the learners had internalised the native strategy of producing repeats of primarily function words at the beginning of utterances, clauses or constituents as described in Maclay & Osgood (1959), Clark and Wasow (1998), Biber et al. (1999) and Kjellmer (2008). The results may be compared to Götz’s (2013) study of the same phenomena with the German subcorpus of LINDSEI. As was true for the our learners, Götz also found a significant underuse of repeats of articles and contractions by the learners. However, she found an overall significant underuse of repeats by the German learners which contrasts with our finding of the Czech and Taiwanese learners overusing repeats. A close inspection of some of the individual speakers revealed idiosyncrasies in the use of repeats and considerable between-speaker variation. This might be an indication of the potential of the phenomenon for forensic science.

The comparison of the three corpora has revealed that the learners have successfully adopted a frequent native strategy of producing repeats to buy time for planning speech and for resolving arising problems. However, they mostly produce these with a higher frequency (except contractions and indefinite articles). Further work is to be carried out investigating possible correlations between our findings and the learners’ proficiency.


Prosodic variation of identical repetitions as a function of their properties and editing terms: A large-scale corpus study on French speech

Iulia GROSMAN, George CHRISTODOUIDES, Liesbeth DEGAND, Anne-Catherine SIMON

Université catholique de Louvain

Lexical Identical Repetitions, where the speaker produces the same lexical form multiple times in a row, constitute a substantial part of speech production (e.g. <the the> small thing; <the thing the thing> is that). Several typologies and potential function(s) have been proposed for these repetitions, depending on the research paradigm: cognitive, textual, stylistic, argumentative, conversational, interactional, sociolinguistic, etc. (Bazzanella 2011: 252). Previous linguistic studies usually focus on only one pattern of syntagmatic and/or acoustic realisation of repetition, or on one function, almost exclusively (cf. Hieke 1981; Shriberg 1995).

A survey of the literature reveals several ways to model the phenomenon. Identical repetitions, along with several other types of structured disfluencies, can be described as a sequence of three contiguous regions:

(reparandum) * interruption point (interregnum, including optional editing terms) (reparans)

The reparandum is the part of the utterance that is repeated. The interregnum is the region between the reparandum and the repair. It may optionally include explicit editing terms, i.e. words or phrases used by the speaker to signal the correction (e.g. discourse markers). The repair is the continuation of the message that follows the disfluency, so that if the first two regions are removed the remainder is lexically fluent. The interruption point is the point between the reparandum and the interregnum: this instance in time does not necessarily coincide with the moment the speaker detected the trouble or with his intention to alter the utterance (Shriberg, 2001).

On the morpho-syntactical level, there is general agreement that identical repetitions tend to occur on monosyllabic function words, and especially on articles and pronouns (e.g. Dister 2007; Candea 2000; Henry, Campione & Véronis, 2004). On the syntactic level, similar to other types of (dis)fluencies (Levelt 1983), identical repetitions present regularity in their structure, and they tend to co-occur with silent and filled pauses and editing terms. Acoustically, it has been shown that segments in the reparandum and the interregnum are lengthened relatively to the reparans, or compared to occurrences of the same units in fluent contexts (Shriberg 1999). Finally, prosodically, some studies have shown that the pitch of the onset (beginning) of the reparans is higher to the pitch at the offset (end) of the reparandum (Savova & Backenko 2003). In summary, the effects of identical repetitions have been studied on three levels:
While previous studies have focused separately on syntagmatic, morpho-syntactic, or acoustic properties of identical repetition (e.g. left and right periphery, types of interruption point (Shriberg 1995), type of tokens (Candea 2000, Clark & Wasow 1998), pitch and duration effect in reparandum, editing terms and reparans), we aim here to take into account all three levels of analysis to empirically model the phenomenon of identical repetition across speaking styles. To this end we compiled five phonetically aligned corpora: the LOCAS-F corpus (Martin, Degand, and Simon 2014), the C-Humour corpus (Grosman 2016), the Driving Simulator Cognitive Load corpus (Christodoulides 2016), the CPhonogenre corpus (Prsir, Goldman, and Auchlin 2014), and the Rhapsodie corpus (Lacheret et al. 2014). The compilation covers 31 speaking styles, includes a total of 276 different samples, and its total duration is 17.4 hours (186,895 tokens). Identical repetitions have been automatically detected using DisMo (Christodoulides 2016) and manually verified using ARCFluency Disfluency Annotation Scheme (Crible et al. 2016). Approximately, 3000 repetition sequences have been extracted.

Our study pursues several goals. Firstly, we try to bring an empirical response to the question of typology, i.e. the categorisation of identical repetitions based on their syntactic structure. We have described each repetition based on: (1) the number of tokens repeated, (2) the number of repetitions of each string of tokens, (3) the presence/absence and the type of interregnum, with the (a) presence of a silent pause and/or (b) of editing term(s), and finally, (4) the left and right immediate context which may be (dis)fluent (including silent and filled pauses, discourse markers, truncations, etc.).

Figure 1 gives insight into the association between factors; it also guides the selection of a set of useful features for the acoustic description of different repetition patterns. Overall, 86% of repetitions are not followed by a (silent or filled) pause, and 88% do not include an interregnum; although there is no significant association between the presence of a pause following the repetition and the presence of an interregnum ($\chi^2 = 2.63$, df = 1 p = 0.10).

![Figure 1 – Relative frequency of types of repetitions in 5 corpora.](image)

2 In order to avoid pauses due to the management of interaction (“gaps”) rather than solely to discourse processing (Heldner and Edlund 2010), we only included in the study reparandum, editing terms and reparans occurring within one single speaker speech turn.
The second part of the analysis focuses on the relationship between repetition types and immediate contexts, on the one hand, and their prosodic properties of the other hand. With respect to duration, our results indicate that in the case of simple repetitions, those with a pause inside the interregum tend to have a relatively longer reparans (decrease in local articulation rate) compared to repetitions where the reparandum is not followed by a pause. This confirms Shriberg’s (1995) observations on English (Figure 2). With respect to intonation, we have performed mixed-effect modelling (with random effects on speaker) in order to compare the difference between the offset and onset of reparandum and reparans for each repetition pattern observed in the corpus. Different techniques are necessary to model the prosodic properties of monosyllabic and polysyllabic repetitions: while in the former we can readily compare the pitch contour of the reparandum and the reparans at the syllable level, the latter case requires comparisons across stylised pitch contours extending to the lexical level.

Figure 2 – Relative duration of segments reparans and reparandum in regard with structure of the repetitions
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An Investigation of stuttering in Persian-speaking children based on the CALMS Assessment (Cognitive, Affective, Linguistic, Motor and Social)

Yasaman JALILIAN¹, Fariba YADEGARI¹, Abbas EBADI²

University of Social Welfare and Rehabilitation Sciences¹, Baqiyatallah University of Medical Sciences²

Purpose: Stuttering is known as a multifactorial fluency disorder. CALMS assessment assesses stuttering from a multidimensional perspective, and valid and reliable Persian version of CALMS (CALMS-P) is available. Due to importance of stuttering treatment as a multifactorial disorder, this study involved the use of the CALMS-P in order to assess the impact of variables such as age, gender and family history on stuttering components in 115 Persian-speaking children who stutter. Method: the relation between the five components of CALMS-P with age, gender and family history of stuttering variables were examined. The data were analyzed using one-way ANOVA and independent t-test by SPSS software version 17. A p-value less than 0.05 were considered as statistically significant. A one-way ANOVA was performed on the stuttering factors at different age to see if there was a relationship between components and age of people who stutter. In the second analysis, independent- t test was performed on the stuttering factors at different gender and family history of stuttering. Results showed there is difference between girls and boys in linguistic and social components. The family history of stuttering had significant difference with affective, linguistic, motor and social components of stuttering. Results also tentatively suggest that people who stutter with increasing in age may show higher cognitive information of stuttering. Conclusion: These findings have implications for treatment such as the necessity to address the cognitive aspects of stuttering in different age and the need for additional clinical resources to be invested in stuttering treatment.

Validation of a multidimensional model of stuttering for Persian-speaking children who stutter

Yasaman JALILIAN¹, Fariba YADEGARI¹, Abbas EBADI², E. Charles HEALEY³, Ebrahim HAJIZADEH⁴

University of Social Welfare and Rehabilitation Sciences¹, Baqiyatallah University of Medical Sciences², University of Nebraska³, Tarbiat Modares University⁴

Purpose: The purpose of the present study was to validate a multidimensional model of stuttering using cognitive, affective, linguistic, motor, and social (CALMS) assessment instrument for Persian-speaking children who stutter.

Method: The CALMS assessment instrument was translated to Persian (CALMS-P) using an IQOLA translation process. Content validity was examined by the content validity of individual items (I-CVI) and the overall scale (SCVI). The CALMS-P was administered with 115 Persian-Speaking children who stutter (age 7-14 years, 92 boys and 23 girls). Construct
validity was probed through confirmatory factor analysis (CFA) using LISREL 8.8 and internal consistency was analyzed by Cronbach’s alpha via SPSS 17 software.

Results: CALMS-P was an 18-item Persian assessment instrument with five subscales measuring five dimensions of stuttering i.e. cognitive, affective, linguistic, motor and social components. The model provided a fair fit ($\chi^2 /df = 1.60; \text{RMSEA}=0.07$) and a good internal consistency (Cronbach’s alpha $=0.85$) for the total instrument.

Conclusion: the CALMS-P assessment instrument which is based on the multidimensional model of stuttering proved to be a valid tool, useful for the therapists to assess and manage the stuttering of Persian-speaking children given the multi-factorial perspective of stuttering.

How do Deaf native signers perceive fluency in adult L2/M2 learners of German Sign Language?

Thomas KAUL, Alejandro OVIEDO, Leonid KLINNER, Reiner GRIEBEL & Andreas GLATZ

University of Cologne

Introduction

According to the Common European frame of Reference – CEFR[1], ‘fluency’ in German Sign Language (DGS) is one of the main evaluation criteria for L2-language proficiency. However in research practice fluency in DGS is regarded as a desideratum, which makes it hard to teach and assess. This pilot study attempts to initiate a discussion about what fluency actually implies and how it can be assessed.

Even though there is not DGS equivalent for the word ‘fluency’, native signers seem to be aware of its construct, as they are able to rate DGS learners’ sign language production according to its fluency. A term equivalent to ‘fluent’ is associated with native-like signed productions. Signing of late signers and late learners of DGS as L2 is related to terms equivalent to ‘non-fluent’ [2].

In order to operationalize ‘fluency’ and assess it in a more standardized way, we conducted a little survey among deaf signers, many of who were DGS teachers, too (53%). Our aim was to identify possible criteria of fluency, or to put in other words, what fluency consists of.

Methods

Two fellow Deaf researchers of our university, who also teach DGS to adult L2/M2 learners, selected two video samples from the Cologne Corpus of DGS as L2/M2 [3]. Each of the videos was about 2.3 minutes long and showing a monologue of a hearing adult L2/M2 learner of DGS retelling the same story. Both signers have successfully completed the CEFR B2 DGS-level and the videos were part of their course’s final evaluation. The student of Video 1 received the best mark of the course, the student of Video 2 a considerable lower one.

Video 1 was considered fluent; Video 2, less fluent. Criteria considered for the selection were based on two previous studies on sign language data:
a. amount and nature of pauses [4,5,6,7];
b. intelligibility –i.e. semantic coherence [5,6];
c. amount and frequency of disfluency markers (self-repairs, repetitions and meaningless gestures) [4,5,7];
d. grammatical correctness (grammatic errors understood as disfluency markers [6]);

A linguistic comparison of both videos evidenced that

- Student 1 made less and shorter pauses than student 2. Pauses made by student 1 were always filled (either with frozen signs or meaningless gestures) and systematically accompanied by non-gaze contact. Student 2 kept eye contact almost every time she paused.
- Regarding repetition of signs and self-correction, a similar number of repeated signs as well as self-correction were observed in both videos.
- While student 1 produced grammatically correct utterances, utterances of student 2 contained more errors regarding word-order.

The linguistic differences found between both samples were used as explanations of and possible aspects for the perceptions of fluent signing. These aspects lead to seven observational questions about overall fluent signing and its six criteria (1. Pauses 2. Repetitions, 3. Self-corrections, 4. use of meaningless gestures, 5. grammar correctness and 6. text intelligibility.

A group of N = 31 (17 female, 14 male) Deaf native DGS-signers, aged 18 to 60 (mean age: 48) watched the two videos and answered the seven questions by using a 1 to 5 - scale (1 being the best rating).

**Results**

As expected, Video 1 was rated more fluent than video 2, but surprisingly, the difference between both ratings was very small: Video 1 = M 3.29; video 2 = M 3.61.

**Correlation**

Video 1: The perception of fluency correlated with four of the six selected aspects: highly significant for intelligibility (r = 0.59, p = 0.001), self-repairs (r = 0.58, p = 0.001) and pauses (r = 0.54, p = 0.002); and significant for repetitions (r = 0.37, p = 0.04).

No other aspect was significantly correlated.

Regarding video 2: highly significant for intelligibility (r = 0.54, p = 0.002) and pauses (r = 0.47, p = 0.007); and significant for repetitions (r = 0.37 , p = 0.040)

No other aspect was significantly correlated, but grammar correctness showed a tendency to significance (r = 0.33, 0 = 0.073).

**Principal component analysis**

Video1: all six aspects are uploading to a factor (.51 to .88) with repetitions as the weakest value (0.51).
Video 2: two factors are extracted (0.58 to 0.82). Here only repetition seems to be related by 0.84 with a second factor.

**Regression analysis**

Video 1: self-repairs can predict fluency (b = 0.60, p = 0.017). This factor explains a significant proportion of the variance of fluency, R-square = 0.57, p = 0.001. Video 2: text understanding can be identified as a predictor of fluency (b = 0.46, p = 0.036). This aspect could explain a significant proportion of the variance of fluency: R-square = 0.46, p = 0.014.

**Reflection**

The general perception and rating of fluency by the Deaf Signers coincided with the preliminary perception of fluency by the two Deaf researchers who selected the videos.

However, based on the linguistic analysis, we expected much higher scores for the first sample and a greater difference between the first and the second video.

On the one hand, the perception of fluency in video 1 was clearly coherent with the six aspects rated in the questionary. On the other hand, fluency in video 2 was perceived based on criteria that were not included in the questionary.

A repetition of the survey with an extended version of the questionary is already planned. Thus, our presentation at the conference can be expected to contain more results than the data the resumed here.


Word production difficulties in oral discourse by people with aphasia and healthy speakers: a qualitative analysis

Mariya V. KHUDYAKOVA & Mira B. BERGELSON
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1. Introduction

The concept of a language norm is a complex one, especially when it comes to spoken discourse. Wordfinding problems, disfluencies, speech failures and even grammatical errors occur in spontaneous speech and are in fact its distinct markers which help in the organization of discourse. However, when it comes to analyzing discourse by people with various speech pathologies, it is important to make a distinction between healthy and impaired language output. We propose a qualitative analysis of wordfinding difficulty markers in the speech of neurologically healthy Russian speakers and people with different types of aphasia.

Aphasia is language impairment caused by brain damage, resulting in deficits of production and comprehension of language (Akhutina, 2015; Ardila, 2014; Luria & Hutton, 1977). Word-finding and word-retrieval problems can be very prominent in the speech of people with aphasia (PWA).

2. Material

We analyzed 27 narrative transcripts from the Russian clinical pear stories (Russian CliPS) corpus (Khudyakova et al., 2016). The corpus contains retellings of the Pear film (Chafe, 1980) produced by PWA, people with right hemisphere damage and neurologically healthy speakers of Russian language, recorded and annotated in ELAN tool (Wittenburg, Brugman, Russel, Klassmann, & Sloetjes, 2006).

For the current research 27 narratives from the Russian CliPS corpus were chosen: 17 texts by PWA (10 females, mean age – 52.8), and 10 texts by healthy speakers (7 females, mean age – 63.7).

3. Analysis

We performed an analysis of verbal markers of word-finding difficulties. Though pauses (both filled and silent) are annotated in the corpus, they were not taken in the account as their presence, absolute and relative length cannot be attributed to word-production difficulties only. Self-corrections (apples, no, pears), false starts (p= pears) and discourse markers (what’s the word; let’s call it) were analyzed as markers of word-finding difficulties typical of spontaneous spoken discourse. Only difficulties of noun production were included in the analysis, because verb production difficulties cannot be clearly distinguished from problems with planning of an utterance content or structure (Kibrik & Podlesskaya, 2009, pp. 187–188).

The cases of verbally expressed word-finding difficulties were classified into two large groups: difficulties with retrieval of a phonological word form, and lexical-semantic

3 The abstract was prepared within the framework of the Academic Fund Program at the National Research University Higher School of Economics (HSE) in 2016 (grant №16-05-0024) and supported within the framework of a subsidy granted to the HSE by the Government of the Russian Federation for the implementation of the Global Competitiveness Program.
difficulties. Though errors in semantics and word retrieval are related to different processes, it is not always possible to distinguish the two in a discourse (Howard & Gatehouse, 2006), so we analyze them as one type of lexical-semantic difficulties, which can also reflect discourse planning strategies.

4. Qualitative analysis

4.1 Difficulties on sound form level

Markers of word-production difficulties on the sound form level were observed only in narratives by PWA, with false-starts and self-corrections as markers of word finding. In (1) both markers are present, as well as a common interaction marker kak_yego (what’s the word), which is a verbal expression of inability to find a correct lexeme.

(1) там tvb= твари= как_его товарища угостил
tam tv= tvari= kak_yego tovarischa ugostil
there cm= cmra= what’s_the_word comrade gave_him_a_treat
(comrade) (comrade)

4.2 Difficulties on lexical-semantic and discourse-pragmatic levels

Both in the speech of healthy speakers and PWA we observe word-finding difficulties related to choice between lexical items that are both appropriate in the context. This choice can be attributed to pragmatic level, as in (2), where the healthy speaker is choosing an appropriate word for one of the characters of the story. No semantic error would occur whatever lexeme (owner or gatherer) is chosen. That’s why we call it discourse-pragmatic level difficulties: the problem with the choice of the word is prompted by inadequate knowledge of the world (=pragmatic) or insufficiency of the information in the discourse (=film) itself.

(2) хозяин za= этот zs= сборщик z= забрался высоко хозяин вот тоже
hozyain za= etot zs= sborshik z= zabralsya vsoko hozyain vot tozhe
owner cli= this g= gathere cli= climbed high owner well also
(climbed) (gatherer) (climbed)

In examples (3) (healthy speaker) and (4) (speaker with aphasia) we see cases of choice between more and less specific nominations for referents, that can be explained by error on a semantic level or planning on a discourse-pragmatic level.

(3) но мальчи= дети все едят но malchi= deti vsyo edyat
but bo= (boys) children everything eat

(4) плоды это груши plody eto grushi fruit this pears

Obvious naming errors (choosing a wrong word from the same semantic field) can be observed only in speech by PWA, for example vegetables and apples as nominations for pears, see (5) and (6).

(5) пасстачик эта уносит овощи ой фрукты patsanchik eto unosit ovoshi oj frukty
5. Preliminary results

As we expected, the majority of speech failures and errors on sound form and semantic level were observed in speech by PWA. The healthy speakers demonstrate word-finding difficulties related to a discourse-pragmatic level, which can possibly be explained by the nature of the task – film retelling. However, it is not always possible to distinguish between disfluencies due to semantic deficits or discourse planning. Though verbal expression of word-finding difficulties in some cases can help to interpret the nature of disfluencies, none of them can be used for unambiguous distinction among phonological, lexi-co-semantic or pragmatic levels. To distinguish between semantic and discourse-pragmatic errors of the healthy participants we will need additional procedures (like debriefing after retellings). As for distinguishing the kind of paraphasias that PWA make (sound form or semantic), it would demand much more detailed diagnosis and case study approach.


Disfluency or speech management? A case study of co-constructed fluency with two Japanese learners of English

Steven KIRK

The University of Tokyo

Although common-sense definitions of fluency, such as those one might find in a dictionary, describe fluent speech with words such as smoothness and flow, actual spontaneous speech is “a highly fragmented and discontinuous activity”, where “the attributes of flow and fluency must be judged an illusion” (Goldman-Eisler, 1968, p. 28). Spontaneous speech, as in everyday conversations, contains many examples of what have been traditionally termed disfluencies. These include silent and filled pauses, restarts, reformulation, false starts, and repetition. However, Rühlemann (2007), among others, has criticized this characterization of these phenomena, arguing that they are a natural part of spoken language, and only seen as problematic when looked at with the bias toward written language that has been common in linguistic research. Rühlemann also notes that there is no such thing as perfect fluency or “eufluency”, with spontaneous speech free of disfluencies, and therefore suggests the more positive term, speech management, to describe the words, phrases, and techniques that speakers employ to deal with spoken language in real time.

On the other hand, conversations, co-constructed by two or more speakers, also show signs of smoothness, or what some have called confluence (McCarthy, 2009). This co-constructed fluency is achieved by efficient turn exchanges, resulting in the minimizing of gaps between speakers and the general avoidance of overlap—features of conversation that appear to be universal (Stivers et al., 2009). It has been suggested that speakers are able to achieve confluence through alignment at many levels.

For example, speakers align to each other in terms of vocabulary and syntactic use (Garrod & Pickering, 2004), in rhythm of speech (Auer, Couper-Kuhlen, & Müller, 1999; Fiksdal, 1990), and in terms of gaze (Atkinson, 2011; Goodwin & Goodwin, 1986).

The present study aimed to examine the co-construction of fluency in conversation through a parallel case study of two female, university-age, Japanese learners of English. One learner was of lower-intermediate proficiency, and the other was of more advanced proficiency, but both were able to create good impressions of fluent performance on the interlocutors, in conversations with native speakers of English. With a case study methodology, it is possible to conduct an exploratory study that takes into account all of the relevant factors. Non-native speakers were chosen as subjects in order to better facilitate the examination of problems in the co-construction of the conversation. The higher-proficiency learner serves as the baseline to which the lower-proficiency learner is compared, in order to control to some extent extraneous variables.

The case study design was semi-experimental in that it involved a story-retelling task done in monologue and dialogue, which was repeated to take into account the effect of practice. The case study allowed the close examination of the construction of fluency in the story-retelling task moment-by-moment through the course of the retellings, taking into account all relevant factors. The semi-experimental, parallel case study design allowed the findings to be compared (1) between monologue (where the learner recorded herself telling the story alone) and dialogue (where the learner told the story to a native speaker interlocutor), and (2) between the two
learners of differing proficiency. This study was also mixed-methods in that it combined a qualitative approach to data analysis informed by Conversation Analysis, with quantitative comparisons of temporal variables of fluency. It was also multi-modal in that video was employed to take into account gaze, gesture, and head nods.

Results of quantitative analyses revealed that speech of both of the two learners were comparatively more fluent in the dialogues than the monologues in terms of speech rate, articulation rate, and length of silences. However, the higher-proficiency learner had faster speech and articulation rates, and longer uninterrupted runs of speech than the lower-proficiency learner. This implies that narrative in dialogue is not just a listener occasionally backchanneling while the speaker delivers a monologue. The qualitative analyses revealed that the co-construction of smooth conversation was facilitated by the alignment of rhythm between the speaker and listener, supported by gaze, gestures, and head nods.

In terms of speech management, results showed that both learners were able to vary their speech in several ways to deal with difficulties in the retelling of the story. During difficult segments of the retelling, the learners increased the frequency of stressed syllables in relation to the number of words, which allowed them to speak at a lower speech rate while maintaining alignment with the previously established rhythm. For the higher-proficiency learner this was accomplished by shifting from a more nativelike stress-timing to stressing almost every word. For the lower-proficiency learner, who normally stressed almost every word, this was accomplished by stressing multiple syllables in some words, facilitated by adding vowels to the ends of words. In this way, the lower-proficiency learner shifted to more “Japanese” pronunciation of English words in order to slow her speech while maintaining a given tempo of stressed words. This could be interpreted as the learner simply losing control over her pronunciation at points of difficulty, however, at these same points of difficulty in the monologue versions of the story retellings, she did not use this technique, opting instead for much longer silences. This technique of appending vowels to word-final consonants, generally considered to be a pronunciation weakness, has also been shown to be used as a hesitation device by novice Japanese speakers of English (Carroll, 2005). In the present study, this appears to be a choice made by the learner to cope with the difficulties of producing language in real time, and may show that rhythmic alignment is considered a priority for these learners.

These results support previous research that some apparent disfluencies in second language speech should be considered as speech management phenomena, that positively contribute to the co-construction of fluent conversation. They also suggest that alignment between the speakers in terms of rhythm of speech and gaze may be an important, although perhaps not conscious, goal of conversation. This study has implications for how we view less fluent segments of second language speech, and particularly for the writing of rubrics for evaluating second language spoken fluency.


Should ‘Uh’ and ‘Um’ be categorized as markers of disfluency? The use of fillers in a challenging conversational context

Loulou KOSMALA, Aliyah MORGENSTERN
Sorbonne Nouvelle University—Paris 3

‘Uh’ and ‘Um’, also known as ‘fillers’ (Clark & Fox Tree, 2002) are common markers of hesitation in English. They commonly reflect uncertainty (Brennan & Williams, 1995) and lack of confidence, (Fox Tree, 2007) but also serve many other functions such as (1) signaling a delay in speaking (Clark & Fox Tree, 2002); (2) keeping control of the conversational ball (Maclay & Osgood, 1959); (3) marking discourse structure (Swerts, 1998; Tottie, 2014) among many others. They are also mainly associated with notions such as ‘difficulty’, ‘problems’ and ‘trouble’ (Clark, 2006; Finlayson & Corley, 2012; Fraundorf & Watson, 2008; Clark and Fox Tree, 2002) whether they are lexical-based or planning based. Others, however, have argued that ‘Uh’ and ‘Um’ have nothing to do with trouble, but rather ‘project further talk’ (Schlegoff, 2010:140), or serve planning functions (Tottie, 2014) and are thus pragmatic markers.

Speech disfluency is also mainly associated with such values. Speech disfluency, “when fluency breaks down” (Lickley, 2015:12) is a suspension occurring in speech. Such suspension occurs because speakers detect ‘trouble’ in speech (‘Main Interruption Rule’, Noteboom, 1983), which makes their speech disfluent; they hesitate, interrupt themselves, repeat phrases, insert a long pause, etc. Fillers such as ‘Uh’ and ‘Um’ are also said to be basic forms of disfluency (Shriberg, 1994; Johnson, 1961 quoted by Lickley, 2015).

In order to investigate the function of fillers and whether they are linked to cognitive processing or serve mostly pragmatic functions, we analyzed the use of ‘Uh’ and ‘Um’ in the spontaneous speech of English native speakers. We focused on the notion of “challenging contexts” in order to discuss whether fillers should be labeled as markers of disfluency.

We conducted a small experiment involving 16 native speakers of English (8 male and 8 female), aged 18 to 23. The experiment was based on a film, entitled Big Fish (2003), directed by Tim Burton. The starting point of our study was to analyze whether fillers were associated
with conceptual difficulty; the film chosen describes the relationship between a father and a son throughout strange and far-fetched stories, and it constantly shifts between fantasy elements and real life events. It is a challenging film, since the viewers always have to make sense of different stories. None of the participants were film specialists or doing film studies.

Eight of the sixteen participants were asked to watch the film a few days prior to the experiment; the experiment was carried out in a series of 8 sessions in which the participants worked in pairs. All the paired participants knew each other fairly well. During each session, the participants who had previously seen the film (coded as Participant A1>A8) answered a list of 10 questions about the film. The questions were read by the other participants (coded as Participant B1>B8) who had not yet seen the film. They were told to be as spontaneous as possible, and to consider the experiment as a casual conversation.

We tried to cover different aspects of the film through the questions; our ultimate goal was to make the questions ‘difficult’ to answer.

The most difficult questions according to our judgment required that the participants think about concepts such as reality versus fiction and unfamiliar aspects of the film, explain an ambiguous scene and relate their own experiences to what they saw. In order to verify this, we sent a questionnaire to all the participants who had previously answered the questions; they were asked to evaluate the difficulty of each question and rate them from ‘very easy to answer’ to ‘very difficult to answer’.

Each session was video recorded and transcribed with CLAN. The recordings were made in familiar settings (in their homes, or in student halls); the participants were free to speak as much or as little as they wished. The total duration of the corpus was 71 minutes and 63 seconds, with an average duration of 7 minutes and 9 seconds.

We found a total of 347 occurrences of ‘uh’ (84) and ‘um’ (223) in the corpus. Despite the more frequent use of ‘um’, there were no significant differences between the two forms.

Our first striking result was that the answers to the question deemed easiest to answer contained the highest rate of fillers. The answers to the ‘difficult’ questions, did not contain a significant rate of fillers. This was not consistent with the hypothesis according to which the use of fillers reflected conceptual difficulty. The second major finding was that fillers were more likely to occur near the beginning of utterances rather than in the middle, and to perform the function ‘give more time to plan the utterance’ (consistent with Tottie, 2014). We also noted that the two answers that received the highest rate of fillers also contained the highest word counts. Therefore, fillers were found to be more often associated with sentence planning, rather than with speech production difficulty.

This led us to two main conclusions: (1) fillers should not necessarily be labeled as markers of disfluency. We argued that fillers do not affect speech the way other markers of disfluency do; while repetitions, selfrepairs, and restarts affect syntax (by breaking one utterance into two, adding or replacing constituents), fillers are added in speech. Since they were found to occur more frequently near the beginning of utterances, they did not necessarily interrupt the flow of speech, but rather gave more time for the speakers to plan the utterance. The second conclusion was that (2) the terms ‘difficulty’ ‘trouble’ and ‘problems’ are problematic, and did not correlate with the use of fillers in our data. We suggested using a less restrictive term—‘effort in discourse planning’—instead (also used by Bortfeld et al. 2001). Our argument is that recalling
from memory, selecting elements from the film, planning the utterance, and conceptualizing an answer are part of a complex process, which involves effort. Therefore, we could argue that fillers occur near the beginning of utterances to facilitate the planning process, in order to formulate the right message.


Viewing pause behaviour across languages: Methodological and theoretical concerns

Hege LARSSON AAS & Susan NACEY

Inland Norway University of Applied Sciences

This paper discusses methodological and theoretical concerns related to the identification and analysis of unfilled pauses in studies of interlanguage fluency based on material from spoken learner corpora. It addresses the following research question:

How can a spoken learner corpus be compiled and used to make valid claims about pause behaviour, and in what ways can native language material inform contrastive analyses of inter- and target language speech?
The discussion posits as its point of departure a description of the process of compiling a spoken corpus of learner interviews, the hitherto unpublished Norwegian version of the Louvain International Database of Spoken English Interlanguage (LINDSEI) (Gilquin, De Cock, & Granger, 2010), as well as its smaller counterpart consisting of interviews with some of the same speakers speaking in their L1 Norwegian (NL1, cf. Gilquin (2008)). It addresses challenges involved at all stages of collecting and preparing the interlanguage and NL1 material, and considers what research can be conducted with such spoken learner data in order to generate valid results, with a particular emphasis on pause behaviour across languages. A survey is presented of the procedure for segmentation of speech into turns and utterances in the original LINDSEI transcriptions, and its possible implications for the annotation and analysis of pauses. These conventions are contrasted with a new suggestion for transcription and annotation practices that addresses some of the issues presented.

The main purpose of the paper is thus twofold: 1) it highlights larger issues that are considered crucial for the validity of learner corpus data in general, such as the inclusion of same-speaker NL1 material and considering the cross-linguistic perspective, and 2) it suggests transcription and annotation practices that may contribute to the validity of future research on pause behaviour using large-scale corpus data.

The LINDSEI corpus consists of corpora of interviews with non-native speakers of English from different native language backgrounds, and these corpora have previously been investigated in comprehensive studies of fluency features in non-native speech (e.g. Brand & Götz, 2011; Götz, 2013), often in contrast with the comparable target language (NL2) corpus LOCNEC (De Cock, 2004). From the perspective of interlanguage fluency and disfluency research, the relative presence of unfilled pauses is often viewed as primarily a reflection of speakers’ processing constraints, and between-group comparisons with NL2 behaviour could be seen to highlight this view of interlanguage pausing. Looking at pause behaviour from the perspective of fluent native language production, on the other hand, the presence of pauses in a person’s speech is more likely to be seen as a reflection of personal style (Fillmore, 1979), and native speech is often “perceived as fluent despite all the pausing that normally comes with it” (Riazantseva, 2001, p. 500). However, the fact that pauses can serve a multitude of functions unrelated to the stalling of time during speech management in native speech should also open up for a view of interlanguage pause behaviour as a reflection of “textual idiosyncrasies characteristic of individual speaking style” (Raupach, 1980, p. 264). Although corpus-based studies of transfer have traditionally focused on the possible transfer of lexical or syntactic patterns, some studies indicate that interlanguage pause behaviour may also be closely related to native language or culture (e.g. Lehtonen, 1979, Riazantseva, 2001). This presents the possibility that differences found between interlanguage and target language speech in these areas may be partly explained in terms of transfer, or “the influence that previous knowledge or skills have on future learning” (Osborne, 2015, p. 333). In light of these and similar concerns, this paper argues that the potential for transfer should be a central component in the interpretation of pause behaviour in studies of interlanguage speech, and that the collection of comparable NL1 data should form an integral part of the compilation of interlanguage speech corpora. The main issues involved in ensuring comparability in the compilation of cross-language interview material are also discussed.

Our view of pause behaviour across languages is further constrained by our choices at the transcription stage of the corpus compilation. In the LINDSEI transcription system any
utterance is treated as an interruption of the current turn holder’s turn (Gilquin et al. 2010), resulting in the interruption of speech in sequences like the following (text enclosed by <B></B> belong to the informant, and text enclosed by <A></A> belong to the interviewer):

1. <B> (eh) it’s a: . nice town . (eh) it’s (eh) it’s a very touristy . I find </B>

<A> (mhm) </A>

<B> it's lots and . because we were there when there was a holiday too so (eh) it was very crowded . everywhere </B>.

Here, the silence at the end of B’s first utterance is not transcribed, and hence would not be included in an analysis of this speaker’s pause behaviour. As observed by Du Bois et al. (1992), “in some cases, the question of who a pause belongs to, how long it lasts, and even whether it has occurred in a specific place, become subtly and inextricably linked to the interpretation of turn-taking and overlapping between speakers” (p. 42). In an attempt to bring this perspective to the forefront, alternative transcription conventions are suggested, involving the segmentation into turns and utterances according to a set of criteria which includes discriminating between contributing and non-contributing utterances (cf. Linell & Gustavsson, 1987).

This paper thus argues that just as speech production as a whole cannot be considered in isolation, utterances should not be viewed as independent from their immediate co-text. The segmentation approach presented here is a step towards combining a dialogical analysis with an exploration into a specific fluency variable, which in turn may contribute to a more comprehensive view of fluency in both native- and interlanguage speech.


Stuttered and non-stuttered disfluencies in normally fluent, French-speaking preschool children

A.-L. LECLERCQ & A. MOYSE

University of Liège

The criterion of 3% stuttering-like disfluencies (SLD) – (part-)word repetitions, sound prolongations and blocks (i.e. inappropriate stoppages of the flow of air or voice) – is often suggested for diagnosing the stuttering in children (e.g., Boey et al., 2007; Yairi & Ambrose, 2005). There is a longlasting debate among scholars about the relevance of considering monosyllabic word repetitions as stuttering-like disfluencies, given their high frequency in typically developing children (e.g., Howell, 2013; Wingate, 2001). Yet, these are prime characteristics that prompt identification of early stuttering by parents (Yairi & Ambrose, 2013). Nevertheless, there is very little normative data concerning the disfluencies occurring in the speech of normally fluent children (Tumanova et al., 2014), and there is no data on French speakers. The aim of this study is to examine the need for reference data in French in order to distinguish typical developmental disfluency from stuttering.

We used the CHAT transcription system and the coding conventions of FluencyBank to transcribe and analyse the speech disfluencies of twenty monolingual, French speaking children who do not stutter, aged 4 years. FluencyBank (Bernstein-Ratner & MacWhinney) is a shared database for the study of the development of fluency in both normal and disordered populations. It is a project of Talkbank that seeks to archive and facilitate sharing of data relevant to fluency research. In the global word count, we only took into account the intended words (i.e. not the interjections) and the final formulation/sentence structure for the revised sentences. We wanted to reflect how the final message of the child was disfluent – in other words, how much disfluencies are necessary before the child arrives at his core message.

Results reveal higher percentages of disfluencies than previously observed for English, with an average of 10% total disfluencies, and around 8% non-stuttered disfluencies. As expected, SLD occur less frequently than 3 in 100 words (around 2%), but there is a high variability among children (up to 7%), mainly due to the frequency of monosyllabic word repetitions. However, most are repeated fewer than three times. Our results support the need to take caution when considering monosyllabic word repetitions as stuttering-like disfluencies.


**Disfluency in EFL read-aloud: The orthographic context**

Signe-Anita LINDGRÉN

Åbo Akademi University, Aalto University

The present oral paper shows statistically significant differences between a group of dyslexic and non-dyslexic university students in fluency marker frequency and types, the orthographic context of the disfluencies, and the positions in a sentence in an EFL (English as a foreign language) reading-aloud task and discusses the pedagogical implications and the relevance of the findings for (corpus) research on EFL (dis)fluency.

The study explores in particular the placement of hesitations and pausing (Warren, 2012; Watanabe & Rose, 2012) in the oral performance of a specific group of EFL users and learners, namely those whose performances are affected by dyslexia. Dyslexia, or specific reading and writing disabilities, (e.g. Høien & Lundberg, 2000; Lyon et al, 2003; Vellutino et al, 2004) is considered the most common handicap in the Western world (von Euler, 1996) and affects 5-15% of the population (e.g. Brunswick, 2010), and, even though reading in dyslexics can improve over time, specific features related primarily to decoding and fluency keep distinguishing reading performances between dyslexics and non-dyslexics (Høien & Lundberg, 2000). Further, it is well established that dyslexia affects the performances in foreign languages (e.g. Ganschow & Sparks, 2001), observed also in highly advanced language users (e.g. Lindgrén, 2012; Lindgrén & Laine, 2011). However, how it surfaces in FL learners of different L1s is still an under-researched, yet, essential question (cf. Ziegler & Goswami, 2005).

This paper analyses in further detail an EFL reading-aloud task (see e.g. Wengelin 2002 on a corresponding written task on a different group of dyslexic participants) collected as part of a five-hour test battery administered to twenty university students with dyslexia (L1 Finland-Swedish) and a chronological age-matched and education-matched control group (n=20) with the same mother tongue background (Lindgrén, 2012). The test battery contained various reading and writing tasks in Swedish, Finnish, and English, as well as further cognitive tasks relevant for dyslexia (Lindgrén, 2012; Lindgrén & Laine, 2011). In the EFL read-aloud, the participants were asked to read three unfamiliar passages with a correct, normal pronunciation and intonation, preferably at a good speed, yet at their own pace. The performances were recorded and analyzed offline. Both quantitative and qualitative analyses were performed; partly using PRAAT, observing also, for instance, phrase boundaries. The statistical analyses applied non-parametric tests (e.g., Mann Whitney U-Test, the Wilcoxon test).
A previous study investigating errors, hesitations and pauses in these data showed that dyslexia may be reflected in deviating error types and error frequencies, pause types and placements with statistically significant group differences (Lindgrén & Laine, 2011; Lindgrén & Mattsson, 2013). The question arises whether the differences in the disfluency markers (types and frequency) are related to orthographic characteristics of linguistic entities previously shown to be difficult for dyslexics, e.g. homophones and morphophonological features (Lindgrén & Laine, 2011; Moats, 1993, 1996; cf. Carney, 1994; van Berkel, 2005). The placement, and thus the orthographic context of the disfluency phenomena, is therefore in focus in the proposed paper. As for the task type itself, using a reading-aloud is in line with Gibson (2008) and Nation (e.g. 2009), who advocate for the (re)introduction of reading-aloud tasks in the FL classroom and point to several learning benefits of this type of activity (cf. Ziegler & Goswami, 2005). Exploring how advanced dyslexic EFL readers fare in detail in such a task will cast light on whether dyslexic EFL learners would benefit from targeted decoding instruction, and especially which linguistic features need to be attended to (cf. Schneider, 2016). The results may also have implications for the interpretation of results based on corpus studies in a more general scope.

In the oral paper, I first briefly present the theoretical framework and selected previous findings, the participants of the study, the data collection and the task. I then concentrate on the analyses and the results. The findings will be discussed in the light of pedagogical implications and relevance for (corpus) research on EFL (dis)fluency.

The results of the present study advance our understanding of the EFL learner and of dyslexia and foreign language learning.


Exploring how to support novice academic EFL presenters: A case study on teddy bears and hesitations

Signe-Anita LINDGRÉN & Kaisa KORPINEN

Åbo Akademi University, Aalto University

High-stake presentations in front of class raise the affective filter especially in novice presenters and in a foreign language setting and can have an unwanted influence on the quality of the language produced, and, in end effect, on the message transmitted, or rather how it is interpreted by the hearer. Presentation skills are general skills that individuals with an academic degree are often taken for granted to master. For this reason, among others, they are part of the curriculum and also deserve scientific scrutiny and awareness-raising in the classroom.

The present case study explores the use of formulaic language and the type and frequency of lexical teddy bears, repeats, self-corrections, and filled pauses in prepared, but free speech. The aim of the study is to gain insights into novice academic students’ performances in order to adapt the EFL teaching and instructions regards oral presentations based on research-
informed knowledge specific to the proficiency group, learning context, culture and language background (L1 Swedish), thus conforming to action research.

The data used were collected (video and audio recorded) at the end of the first year of university studies in English in a course focusing on English for professional purposes (spring 2016; Lindgrén, 2016). In this data set, the students gave a 10-minute persuasive group presentation with clear instructions, for instance, on peer evaluation, which focused on the contents and the effect of the arguments presented (i.e. not related to the features investigated in this study). After the presentation, the participants answered various questions related to previous experiences in giving academic presentations and on attitudes towards academic speech. (Written consent for research and was received from all participants). In the poster, the data from three of four groups, each with four participants, are analyzed qualitatively through close-reading and quantitatively with statistical measures. The oral data have been transcribed in two ways: one conforming to orthographic rules in order to facilitate the use of Wordsmith, the other observing details needed for repairs, selfcorrections and filled pauses. Transcriber, Wordsmith, and SPSS are used.

In the poster, we briefly present the theoretical framework and our research questions, the setting and the task, and focus on the findings of the linguistic analyses and the questionnaire, as well as the discussion of the pedagogical implications. In the poster session, we gladly present also relevant previous research in more detail.


Making invisible "trouble" visible: Self-repair increases abstraction in dialogue

Gregory MILLS & Gisela REDEKER

University of Groningen

A central finding in dialogue research is that interlocutors rapidly converge on referring expressions which become progressively contracted and abstract. This occurs for a wide range of referents, e.g. when referring to spatial locations (Garrod and Doherty, 1994; Roberts et al., 2016), music (Healey et al., 2007), concepts (Schwartz, 1995), confidence (Fusaroli et al., 2012), and temporal sequences (Mills, 2011). Cumulatively, these findings suggest that interaction in dialogue places important constraints on the semantics of referring expressions.

However, there is currently no consensus about how best to account for how convergence develops. The iterated learning model of Kirby and Hurford (2002) explains convergence as arising out of individual cognitive biases; the interactive alignment model of Pickering and Garrod (2004) favours alignment processes, while the collaborative model of Clark (1996) emphasizes the role of positive feedback. By contrast, Healey et al., (2007) argues that negative evidence of understanding plays the central role: When interlocutors initiate repair, this allows them to interactively identify, diagnose and resolve any differences in interpretation between them and their conversational partner. Addressing these differences accelerates convergence.

To investigate in closer detail how negative evidence contributes toward convergence, we report a variant of the “maze task” (Pickering and Garrod, 2004). Over the course of an hour, pairs of participants attempt to solve twelve mazes. Participants communicate with each other via an experimental chat tool (Healey and Mills, 2006), which automatically transforms participants' private turn-revisions into public self-repairs that are made visible to the other participant. For example, if a participant, A types:

A: Now go to the square on the left, next to the big block on top
and then before sending, A revises the turn to:

A: Now go to the square on the left, next to the third column
The chat server automatically detects the revised text and inserts a hesitation marker (e.g. "umm" or "uhhh" immediately preceding the revision). This would yield the following turn, sent to B:

A: Now go to the square on the left next, to the big block on top umm.. I meant next to the third column

Two self-repair formats were used:

(1) A: original turn + hesitation marker + reformulated turn

(2) A: original turn + hesitation marker + "I meant" + reformulated turn

To avoid triggering interventions for simple typing errors, only turns which deleted more than one word were transformed into public self-repairs. Interventions were performed symmetrically on both members of a dyad. No participants detected the experimental manipulation.

Examining the transcripts showed that participants who received these transformed turns used more abstract Cartesian location descriptions than participants in a baseline condition. This pattern was already apparent after 5 minutes in the task. Task performance followed a different pattern – initially participants who received these interventions performed worse – completing fewer mazes and requiring more moves to solve each maze. However, by the end of the task, participants who received the interventions performed at the same level as participants in the baseline condition. Crucially, participants who received transformed turns continued to use more abstract descriptions.

We argue that this effect is due to the artificial self-repairs having a beneficial effect of amplifying naturally occurring signals of miscommunication (cf. Healey et al, 2007): the artificially generated disfluencies and reformulations are used by participants as cues that their partner is having difficulty coordinating on the semantics of referring expressions. Consequently, participants expend more effort to address these putative problems – and once these problems have been identified and resolved, dyads are able to converge quicker on more stable and more abstract referring schemas.


Vocal ticking in Tourette’s syndrome

Mairym LLORÉNS MONTESERÍN

University of Southern California

1. Introduction

Tourette’s syndrome (TS) is a neurological condition that affects 1% of children worldwide [1] and in severe cases can persist into adulthood [1-3]. The condition is characterized by the presence of an inventory of abrupt, repetitive movements and vocalizations called tics. Vocal ticking—the focus of this paper—is production of tics that are executed through movements of the vocal tract articulators and result in audible sound. Linguists and speech scientists are uniquely equipped to investigate vocal ticking. Clinically motivated research on TS can make use of linguistically-informed analyses of vocal tics to identify mechanisms underlying TS neuropathology. In addition, vocal tics and vocal ticking patterns are of interest to linguists and speech scientists because they speak to the typical functioning of the speech production system, language and dis-fluencies. Vocal tic production engages the larynx and other speech articulators and co-exists with fluent speech, but vocal tics appear unlike speech in the sense that they are incoherent with respect to speech prosody. This point will be elaborated below. In addition, the distribution of vocal tics with respect to certain dis-fluencies will be discussed. Pauses, for instance, are typically characterized by the cessation of articulator movement but in TS speech vocal tics can emerge at locations where pauses are expected and observed to occur. They also occur around other types of dis-fluencies such as false starts and repeats or repairs.

This paper reports preliminary findings from linguistically-informed analyses of tic and non-tic vocal behavior by a single, female, adult English-speaker with TS that were aimed at addressing the following questions: does tic “speech” pattern at all like fluent speech? If not, does it pattern with one kind of dis-fluency, the filled pause? The utterances analyzed were produced by the speaker during various interviews and performances that were recorded and posted online. One notable feature of this particular speaker’s TS is the highly frequent production of a small inventory of tic words. For instance, the tic word “biscuit” in one recording was produced an average of 11 times per minute on a background of ongoing and apparently normal voluntary speech. This feature of the speaker’s TS motivated a comparative analysis of her intonation during tic and non-tic words as well as an investigation into the discourse structure of her non-interactive utterances in order to identify where her tic words appear with respect to the non-tic words around them. Two notable observations can be reported at this stage. First, scrutiny of the speaker’s intonation suggests that tic word melody interrupts ongoing sentential melody rather than adhere or scale to it. Such a finding is suggestive of a contrast between vocal tics and filled pauses, whose intonation has been previously found to scale to that of the surrounding sentential context [4]. Second, analysis of the texts of non-
interactive utterances by the same speaker revealed that tic words did not surface during segments of fluent speech but did occur between fluent segments (i.e. during pauses), as well as during dis-fluent speech (i.e. during repetitions and repairs). These observations are discussed in more detail below.

2. Tic and non-tic speech behavior in a person with Tourette’s

Several Youtube videos of a single female TS patient were identified, downloaded and transcribed. Audio was extracted from the downloaded videos for analysis in Praat [5]. Recordings were segmented into tic and non-tic portions. F0 contours were extracted automatically in Praat. As expected, the speaker’s intonation during unambiguously sentential portions is typical for any speaker of her variety of English. F0 during production of tic words, however, departs strikingly from intonation during the sentential elements surrounding the tics. These sudden shifts in the speaker’s f0 appear abrupt and out of place.

![Figure 1. Exemplar of spontaneous utterance by TS speaker with automatically-extracted pitch contours. Red circles surround pitch portions that correspond to three vocal tics produced. Transcription of utterance, with tics in all caps: “Oh gosh I wish I knew BISCUIT why certain words BISCUIT become tics HOW is a complete mystery to me”.

If the utterance represented in Figure 1 is played back to a naïve listener with the tic portions cut out, she will not notice that anything is missing. To put another way, the utterance’s prosody is coherent with the tics cut out but tic prosody is incoherent with the sentential elements around it. It is in this sense that production of tic words appears unlike speech, despite the segmental similarity of these tics to lexical items such as “biscuit”.

Transcriptions of the speaker’s utterances in each recording were also subjected to analysis using the linguistic discourse model (LDM) of Livia Polanyi and Martin VanDerBerg. 4 This model generates a single hierarchical tree structure for swaths of text after breaking up the text into segments or phrases according to a combination of the semantic, syntactic and discourse structure of the entire utterance. Consider the following segments of one such tree, with pauses

---

4 Transcriptions—but not recordings—were shared with Polanyi and VanDerBerg via personal communication for naïve segmentation.
annotated in parentheses and tic words in all caps. The text represents the speaker’s response to a question during an interview.

1. they were much BISCUIT much less noticeable HOW HOW (pause)
2. when I was younger (pause)
3. than they are now (pause)
4. less noticeable to other people (pause) BISCUIT (pause)
5. the sensation hasn’t actually changed BISCUIT (pause)
6. that much for me BISCUIT

Fluent segments of speech in this type of analysis are those text sequences like (4) that do not encompass pauses, repeats or repairs. It is the case that vocal tics can occur following fluent segments, that is, at locations where filled and unfilled pauses are also observed to occur in both the speech of neurotypicals and in the voluntary speech of the TS speaker. Indeed, preliminary analysis of audio corresponding to this particular text confirms that vocal tics are flanked by pauses. In contrast, segments like (1) containing false starts and repeats can be thought of as dis-fluent segments. Vocal tics also do occur during dis-fluent segments like (1). In other words, vocal tics can be flanked by pauses as well as repeats or repairs.

3. Concluding Remarks

Research on the production of TS tics and on the properties of those tics is in its infancy. Preliminary assessment of available data strongly suggests that in a person with TS, vocal production of voluntary speech and vocal production of tic “speech” constitute two different types of action—regardless of the apparent lexical content that an observer may attribute to tic words. Studies are currently underway to further demonstrate that from the perspective of the listener, an utterance by a person with TS with any vocal tics removed is perceived and evaluated as complete and “normal”. Also currently underway is an attempt to quantify the claim that tic word intonation, unlike intonation during filled pauses, cannot be predicted from intonation during the non-tic speech surrounding tics. Such a finding would be an experimental verification of the role of voluntary communicative intent in generating speech prosody and thus contribute to a more nuanced understanding of the genesis of prosodic structure. It would further help classify filled pauses, unlike vocal tics, as part of healthy, fluent speech production, a potentially significant advancement in the field of dis-fluencies. Furthermore, this and other basic research is necessary if the clinical understanding of TS is to move beyond its designation as a movement disorder and toward a mechanistic account which would allow for the development of TS-specific therapeutic targets.


5 TS is classified as one of the motor tic disorders, themselves classified as neurodevelopmental disorders in the DSM-V
Casual conversation is the most natural and spontaneous form of human communication, where speech is subject to the constraints of temporality and immediate communicability. These restrictions mean that discourse planning takes place as speakers go along (Briz 1998). This on-line character of spoken language (Auer 2009) is manifested in speech production and comprehension in a number of distinct markers such as repetitions, fresh-starts, unfilled pauses or discourse markers. Götz (2013) characterizes these markers as ‘fluencemes’, a term that conveys their role in contributing to the fluency or disfluency of discourse. This study focuses on one of these (dis)fluent phenomena, namely discourse markers (henceforth DMs), and examines their co-occurrence with other fluencemes across three different languages in two comparable corpora: DisFrEn (Crible under review), a dataset that contains 17,000 words of spoken conversations in English and in French; and a sample of 17,000 words from Val.Es.Co 2.0 (Cabedo and Pons 2013), a corpus consisting of spoken conversations in Spanish.

We start from the hypothesis that there are recurrent patterns of sequences of disfluencies containing DMs. Our objective is to uncover and contrast these patterns in English, French and Spanish with the overall aim of determining if the DMs present in these sequences are formally and functionally equivalent across the mentioned languages.

To carry out a contrastive analysis of DMs and disfluencies across languages is no easy undertaking. DMs are a complex category that groups together heterogeneous elements, for example, conjunctions (so, Fr. donc, Sp. pues), adverbs (well, Fr. bon, Sp. bueno) and verbal phrases (you know, Fr. tu sais, Sp. sabes). They are subject to a high variability in terms of their syntactic and functional status. With regard to syntax, DMs are highly flexible in terms of position to the extent that they are in many cases optional (Schiffrin 1987). DMs are, moreover, polyfunctional and context-sensitive. The same form can carry out diverse functions depending on the context or even multiple functions simultaneously. These features make DMs complicated linguistic devices that are particularly challenging for cross-linguistic studies, especially when attempting to find common ground among multilingual corpora that employ distinct theoretical frames for annotating the categories and functions of DMs (see, for example,
the varying approaches pursued in the Penn Discourse Tree Bank 2.0 [Prasad et al. 2008] and in Rhetorical Structure Theory [Mann and Thompson 1988]). The lack of consensus and use of divergent annotation conventions also hinder the contrastive study of disfluencies (cf. Shriberg 1994 and Pallaud et al. 2013, among other annotation proposals).

This study aims to tackle these complexities – the use of dissimilar annotation schemes for disfluencies in general, on one hand, and for DMs specifically, on the other – through the design of a method that allows a contrastive analysis of DMs and (dis)fluencies across the DisFrÉn and Val.Es.Co. 2.0 datasets. Annotations in these corpora differ in three main ways:

First, fluencemes are tagged in the DisFrÉn corpus according to the protocol established in Crible et al. (2016) where fluencemes are annotated at word-level. In contrast, a discourse-level tagging approach is taken in the Val.Es.Co. 2.0 corpus, in which a whole fluency structure named self-repair (see Schegloff et al. 1977 and Levelt 1983) and its constituent parts were annotated in a sample of conversations (see Pascual 2016), taking as a basis the Val.Es.Co. system of discourse units (Briz et al. 2002 and Briz and Grupo Val.Es.Co. 2014).

Second, for the functional annotation of DMs DisFrÉn uses the interplay of four domains – ideational, rhetorical, sequential and interpersonal – and their associated functions (Crible under review), whereas in Val.Es.Co. 2.0 the annotated discourse units of the Val.Es.Co. model – specifically the subact (Hidalgo and Padilla 2006) – provide cues to identify DMs, which are associated with three possible functions: text structuring, modality and interpersonality.

Third, syntactic and positional parameters of DMs are also annotated differently in both corpora. In the DisFrÉn corpus, position is articulated in relation to three major units: the clause, the whole dependency structure and the turn. In Val.Es.Co. 2.0, the position of DMs is established hierarchically according to the interactional units of the discursive model: subact, act, intervention, turn, etc.

The results of this study are twofold. On the one hand, we provide an account of the methodological barriers that had to be overcome in order to carry out a corpus-based analysis. We offer a number of practical solutions to the problem of mapping diverse systems of annotation in two different corpora. For instance, we found that there is a correspondence between the four functional domains for DMs annotated in DisFrÉn and the three functional types of subact of Val.Es.Co. 2.0 (e.g. domains such as the interpersonal or the rhetorical one have a high correspondence with the interpersonal adjacent subact and with the modal adjacent subact, respectively). On the other hand, we identify patterns of uses of DMs within (dis)fluent structures in English, French and Spanish, highlighting the functional equivalences and non-equivalences among these three languages. The results of this study uncover recurring patterns of DM use that transcend crosslinguistic variation and that may therefore be regarded as potentially universal discourse ‘constructions’ (Fischer and Alm 2013). The study not only fills a gap in crosslinguistic fluency research, it seeks, moreover, to bring us closer to detecting universals of (dis)fluency.


Disfluency markers as a potential tool for diagnosis, evaluation and monitoring in Primary Progressive Aphasia

PASTORIZA-DOMÍNGUEZ, P.1; DIÉGUEZ-VIDE, F.1; GÓMEZ-RUIZ, M.I.2; BELLO-LÓPEZ, J.2 and Asunción ÁVILA-RIVERA2

Universitat de Barcelona1, Neurology Unit, Hospital General de Hospitalet de Llobregat2

I. INTRODUCTION

PPA is a relatively recent clinical entity[1] whose description and diagnosis are still matter of debate in the realm of Neurology due to its pathological and clinical heterogeneity[2], its apparent overlap with other dementia types and its implications for cognitive and linguistic theory[3]. From the clinical viewpoint, what was first considered a fluent vs. nonfluent dichotomy formed by PPA-S and PPA-G has led to a much more complex phenotypical picture after the current gold standard was established[4], with PPA-L being set apart from the nonfluent group and mapped into the PPA syndrome as a single entity. PPA-S displays anomia and occasional word comprehension problems. PPA-G exhibits effortful, telegraphic speech due to motor planning disruptions and/or frank agrammatism while PPA-L presents with a slow speech rate reflecting word-finding problems and phonemic paraphasias.

The definition of fluency has always been elusive in the Aphasiology field, as it refers to a multidimensional, composite measure derived from a number of features of speech production that may appear independently and are concurrently identified as the symptoms and the syndrome in cerebrovascular aphasia and PPA[4],[5]. What is more, in dementia fluency is subject to the progressive nature of the disease and is therefore dynamic from the longitudinal point of view[7]. Following Friederici’s model[6],[7] these differential speech features are subserved by distinct language subsystems with different anatomic locations[5],[11]. Importantly, these subsystems are interconnected through large-scale extended multilayer neural networks[12], constrained by probabilistic factors that operate in parallel and which determine the final output after those are weighed out and integrated online according to task type, the nature and characteristics of the information decoded and encoded (e.g. word and structure frequency) and context[13],[14].

Disfluency typifying and assessment are key to our research, with the objective of disentangling articulatory and apraxic deviations from frank agrammatism in order to delineate and pinpoint the subdivision of the agrammatic/nonfluent variant into two etiological groups, as recent neuroimaging and biomedical findings seem to support[15]. This dichotomy would respond to damage in the motor and pre-motor areas in the case of nonfluent patients presenting with halting, articulatorily defective effortful speech, whereas it would be caused by deterioration in orbito-frontal areas involved in syntactic organization in the case of individuals displaying slow, hesitant telegraphic speech[16]. Disfluency evaluation is also central to the distinction of these subgroups from logopenic patients, a controversial group due to its neuropathological and clinical overlap with AD. These individuals’ word-finding problems—allegedly caused by alterations in their phonological memory buffer[17]—could be mistaken for the anomic speech of Alzheimer patients[18]. In addition, the existence of a considerable number of unclassifiable cases[19]–[21] makes it necessary to attempt a description of relevant features for treatment and the potential reconsideration of the current gold standard[15],[22],[23].
II. METHODOLOGY

Our current study draws on transdisciplinary scientific and theoretical data in order to conduct a complete characterization of the linguistic and communicative profile of PPA, AD and MCI. This cohort choice responds to the necessity of describing the constellation of deficits that identify each group in order to find indexes of divergent (and/or convergent) performance for classification and early diagnosis, granted with the inclusion of probable pre-dementia stage MCI patients as well as age-matched healthy controls.

Samples of spontaneous speech in the form of narratives elicited from picture descriptions are analysed from a blind data-driven approach with Praat[24], creating a multi-level labelling and quantification system to account for performance at the phonemic/phonetic, lexico-semantic, morphologic, syntactic and pragmatic levels. Disfluency scrutiny is to the study, with a series of markers being subject to qualitative and quantitative analysis, namely repetitions, false starts, sequence repairs, abandoned structures and lengthening of vowel sounds. Their type, rate, location and distribution are analysed in order to attempt discrimination and group assignment, paying special attention to the position of disfluency markers within and out of phrase/sentence boundaries and to correlations between disfluency types and lexical features of affected and contiguous words such as grammatical category and frequency as well as phonetic/phonemic paraphasias and errors. The rate and distribution of filled and unfilled pauses in relation to such coordinates are also evaluated, all in order to disentangle disfluency caused by anomia due to semantic impairments (PPA-S), by lexical access and/or phonological planning issues (PPA-L) or by apraxic and/or motor problems and grammatical linearization disruptions (PPA-G).

III. CONCLUSION

The purpose of our study is to establish a sound description and framework for early detection and classification of PPA groups according to their linguistic and communicative performance, focusing on disfluency analysis in the first stages of the disease and, in the future, to sketch a longitudinal portrayal of the dissolution of the language system due to the neurodegenerative processes involved in PPA, acknowledging its progressive, changing nature. The methodology used will be explained in detail, outlining our preliminary results and interpreting their repercussions for current knowledge on PPA and related dementias.
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Finnish learners’ speech fluency in L2 English: Exploring fluency in interaction and L1 speaking style

Pauliina PELTONEN
University of Turku

L2 speech fluency has traditionally been approached from a psycholinguistic perspective, being viewed as a result of smoothly running, underlying cognitive speech production processes (e.g. Lennon 2000: 26). Empirical approaches to fluency have applied this view by focusing on the temporal aspects of speech (i.e. the amount of speech and the extent of pausing) that reflect processing efficiency. The psycholinguistic approach is also evident in the types of speech samples that are examined: they are predominantly monologues. Studies following this tradition have provided important information about the most reliable quantitative fluency measures in monologue conditions. Speech rate, articulation rate, mean length of run and pause location have been found to differentiate between fluent and disfluent speakers and learners from native speakers (e.g. Kormos & Dénes 2004, Hilton 2014, Kahng 2014). However, the results regarding possibly multifunctional features, such as filled pauses (FPs) and repetitions, are less clear and require further study.

The lack of between-groups differences and high within-group variations demonstrated in earlier studies (e.g. Kahng 2014, Peltonen & Lintunen 2016) point to individual differences in the use of FPs and repetitions. Despite often being referred to as “disfluency markers”, FPs and repetitions can even be considered fluency-enhancing, since they reduce time spent in silence and can be regarded as solutions to the processing time pressure associated with speech production (cf. Götz’ 2013 view of disfluency markers as “speech management strategies”). Therefore, approaching FPs and repetitions as problem-solving mechanisms rather than as features contributing to disfluency is essential for advancing our knowledge of how learners maintain fluency with limited skills in an L2.

In the oral presentation, I will discuss the main results of two interrelated substudies that were conducted as a part of a larger project exploring Finnish learners’ speech fluency in L2 English from different perspectives. The project addressed two main aspects that have been identified as essential for further study (e.g. Wright & Tavakoli 2016), but have so far not been extensively studied: L2 fluency in a dialogue setting, including examination of interactional fluency (Study 1) and the effect of individual L1 speaking style on L2 speech fluency (Study 2).

In addition to examining fluency in the relatively unexplored dialogic mode (but see the pioneering study by Riggenbach 1991; more recently Witton-Davies 2014, Tavakoli 2016), Study 1 focused on examining problem-solving mechanisms along with established temporal


fluency measures. In the study, two main types of problem-solving mechanisms (referred to together as fluency resources) were regarded as potentially contributing to fluency: *stalling mechanisms* (e.g. FPs and repetitions) that help in coping with processing time pressure and *communication strategies* (CSs, see e.g. Dörnyei & Scott 1997) that aid in overcoming mainly lexis-related problems (see Dörnyei & Kormos 1998). Even though references to strategic competence and L2 speech fluency have been made in theory (e.g. Segalowitz 2010), the link between the two has previously not been studied empirically (but see Dörnyei 1995 on the effects of teaching stalling mechanisms and CSs on speech rate).

In Study 2, the focus was on examining the effect of individual L1 speaking style on L2 speech. Few studies so far have included both L1 and L2 samples from the same subjects (but see Raupach 1980; more recently De Jong et al. 2015), though there is some evidence to suggest that at least silent pause duration is more indicative of L1 speaking style than L2 proficiency (De Jong et al. 2015). Also the above-mentioned individual differences associated with the use of stalling mechanisms may be related to speaking style.

The participants in both studies were 42 Finnish learners of English at two school levels (16 ninth graders, 15-year-olds, and 26 second year upper secondary school students, 17–18-year-olds). The data for Study 1 consist of problem-solving tasks that the subjects conducted in pairs. Their task was to rank 16 items (pictures) in the order of importance for survival on a desert island. The data for Study 2 include comparable picture description monologues in Finnish (L1) and English (L2) from the same subjects.

In both studies, subjects from different school levels were compared for their temporal fluency (speech rate, articulation rate, mean length of run as well as the frequency, length and location of silent pauses) and stalling mechanisms (filled pauses, drawls, fillers and repetitions) to find out how learners of English from two school levels differed in their fluency. Study 1 also included dialogue-specific measures (the number and duration of turn pauses as well as other-repetitions and collaborative completions) and communication strategies. Both studies employed a mixed methods approach to fluency analysis, complementing the quantitative results (groupwise comparisons of the frequencies of fluency-related features) with a qualitative analysis. Following earlier mixed methods studies (e.g. Towell, Hawkins & Bazergui 1996; Brand & Götz 2011; Hilton 2014), the qualitative component focused on examining the fluency-related features for other aspects besides their frequency, especially the functions of stalling mechanisms in context to account for their multifunctionality, and relating the findings to individual learners’ fluency profiles.

Preliminary results for the studies suggest that in the problem-solving task, upper secondary school students used more fillers and repetitions than ninth graders to facilitate fluency. In the L2 English monologues, in addition to fillers and repetitions, also drawls differentiated the groups in the quantitative analysis. For temporal measures, the differences were clear in the dialogue: the upper secondary school subjects outperformed the ninth grade group on 11 of the 13 temporal measures. In the L2 English monologues, the differences were minor, since differences only on the mean length of run were statistically significant. The qualitative analysis of Study 1 indicated that combinations of different types of CSs, as well as combinations of stalling mechanisms and CSs, were common. Furthermore, stalling mechanisms helped in keeping the flow of talk going during difficulties and therefore compensated for fluency losses caused by the higher processing load associated with communication strategies.


Morphosyntactic regularities in retracing phenomena in the speech of second language learners of French

Hugues PETERS

UNSW, Australia

Corpus studies have shown that native speakers’ spontaneous speech contains disfluencies, such as pauses, filled pauses, and various forms of retracing (Candéa 2000, Blanche-Benveniste 2010). Such behaviour is accounted for by the cognitive load required in working memory for the activation of words and the processing of sentences in real time (Levelt 1989). Unsurprisingly, similar phenomena characterize the spontaneous speech of L2 learners, who, depending on their level of proficiency, produce them at significantly higher rates than native speakers (Towell et al. 1996, Temple 2000, Hilton 2014).

The following utterance provides an example of disfluent French L2 speech:

(1) File: UWI Corpus: 0831_Ex.cha (l.177-183):

*STU: et <il y a un> [/] &hum le gagnant &hum (. ) yeah@&euh peut [//] va &euh (. ) faire un &hum (. ) cd avec leurs chansons, quelque chose comme ça, &*INV:oui, &euh oui .


"and there is a (filler) the winner (filler) yeah (filler) can is-going-to (filler) make a (filler) cd with their songs, or something like that, (listener backchannel), (filler) yes."

Research in this domain has usually been linked to the establishment of quantifiable, objective, and reliable temporal measures correlated with the perception of fluency (Lennon 1990, Freed 2000). Tavakoli & Skehan (2005) distinguish three types of fluency: speed fluency, concerned with the rate of speech, breakdown fluency, concerned with silent and filled pauses, and repair fluency, concerned with repairs. Among the latter, Olynyk et al. (1990) establish a distinction between progressive repairs (repeats, but also fillers) that are not necessarily detrimental to fluency as they allow native speakers and highly proficient L2 learners to avoid silent pauses within utterances, and regressive repairs (self-repairs and false starts) that affect fluency.

Per current models of L2 speech production (Kormos 2006), the abundance of disfluencies in non-native speech is accounted for by a lack of automatization of the processes of lexical retrieval and syntactic production. It therefore involves the conscious arrangement of individual lexemes into syntactic units, a laborious process that rapidly overloads the working memory (Hilton 2014). Additionally, as suggested by Temple (2000), self-repairs of L2 learners differ not only quantitatively, but also qualitatively from those of native speakers: the former, again with variations depending on their proficiency, make many corrections of syntax and morphology, while the latter focus on lexis or register.

In the spirit of the grammatical study of self-repairs by Fornel & Marandin (1996), the present study investigates the morphosyntactic properties of retracing phenomena (repeats, self-repairs and false starts) produced by L2 learners of French. It is based on the careful quantitative
analysis of data from the UWI learner corpus (Péters 2014), and offers a qualitative analysis based on current linguistic theories, such as Distributed Morphology (Halle & Marantz 1993). Our hypothesis is that these phenomena, usually considered prime examples of performance hiccups, manifest in fact syntactic regularities, which can reveal aspects of the underlying grammatical competence of learners.

The UWI learner corpus is a longitudinal corpus of oral productions by 10 Jamaican learners of French, engaging in 67 one-on-one conversations with the investigator over a nineteen-month period. This corpus of 54,824 words has been transcribed, annotated, and encoded using the CHILDES conventions (MacWhinney 2000). Each orthographic line is coupled with a morphological decomposition line, pruned of fillers and retracing, as shown in (1) above, and has been linked with the corresponding audio-file in electronic format. The CLAN system provides inbuilt tools for the automatic analysis of the corpus.

The participants, all diglossic natives of Jamaican Creole and Jamaican English, were learning French at the University of the West Indies, and had never been immersed in a French speaking country at the time of the interviews. The corpus was primarily compiled to assess the grammatical characteristics of their Interlanguage, and especially the influence of their L1s on the acquisition of an L2. However, issues around the transcription of disfluencies immediately came to the fore as the transcription conventions in CHILDES provide for researchers to encode retracing in such a way that the original segment is not parsed on the morphological tier.

Our exclusive concern is on the analysis of unexpected asymmetries characterising retracing of morphosyntactic features by learners at different levels of proficiency: more precisely, articles and verbal clitics, two important topics of SLA research on the acquisition of French (Prévost & Paradis 2004).

In confirmation of previous research showing the prominence of the masculine gender in L2 interlanguage grammar of definite articles (Dewaele & Véronique 2001, Granfeldt 2004, Péters & Stewart 2009), the data shows that, in cases of self-repair with a change of gender of a definite determiner, most occurrences go from the masculine le to the feminine la. So, self-repairs of the type: le [//] la cité (the city) are observed, but very rarely of the type: la [//] le cours (the course). In this case, if lexical activation proves difficult, repeats: le [/] le mot (the word) or la [/] la présence (the presence), or repairs involving the whole noun phrase: <la droit> [//] le droit (law studies) are observed. Another feature, more characteristic of lower proficiency students, that clearly distinguishes them from native speakers, is the tendency to omit the third person subject pronoun when repeating lexical verbs (ils enseignent [/] enseignent). Interestingly, they never omit that pronoun with auxiliary verbs, except in cases of negative or interrogative structures, and never omit the first-person pronoun. These facts inform us on the featural composition given to clitic pronouns and on the default value of masculine definite determiners in the Interlanguage competence of these speakers.

Our goal will be to propose a syntactic representation of these retracing strategies. Such quantitative and qualitative research can have benefits not only for a better understanding of the conscious (Monitor) and unconscious grammatical processes, but also to inform the pedagogy of French as a second or foreign language. Further research will compare these results with other L2 learners of French from other linguistic background and with native speakers.


Pauses in connected speech of early Alzheimer patients: comparison of a picture-based and a memory-based discourse

Aurélie PISTONO1,2, Jérémie PARIENTE1,3, Catherine BÉZY3, Béatrice LEMESLE3, Bérengère PAGES3, Johanne LE MEN3 & Mélanie JUCLA2
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Background

Although episodic memory impairment is often observed in Alzheimer’s disease (AD), language difficulty is one of the deficits that is frequently reported in patients. Research has shown that lexical-semantic deficits can occur in the very earliest stage of AD (Amieva et al., 2008). These deficits have been observed in fluency (Clark et al., 2009), naming (Domoto-Reilly et al., 2012), and semantic tasks (Joubert et al., 2010). More and more studies have been focusing on discourse production in AD, with a view to assessing the functional use of language and cognition. Some have focused on pause production, revealing that patients make extensive use of pauses during speech (Singh et al., 2001; Gayraud et al., 2011). This has been attributed to lexical retrieval difficulties, but pausing may also reflect other forms of cognitive processes. In a previous work, authors showed that pausing behaviour was positively correlated with anterograde episodic memory, when patients produced an autobiographical discourse. This result implies that pausing may also constitute a compensatory mechanism used to improve mental time travel and autobiographical discourses’ completeness. In the current work, pausing within two types of narratives was investigated: within a personal memory-based narrative and a fictive picture-based narrative. We aimed to address the following questions: do patients with AD produce longer and/or more frequent pauses in both types of narratives? Are there different “pausing” patterns depending the type of narrative (memory-based vs. picture-based)? Does “pausing” reflect different cognitive processing in both groups of participants?

Methods

17 patients suffering from prodromal AD (Dubois et al., 2014) and 17 matched healthy controls were recruited. Each participant underwent a neuropsychological assessment and a language assessment. It included two narrative discourses: a picture-based narrative, made up of 5 sequential pictures and a memory-based one: recalling a specific event that occurred with the experimenter during the assessment. The memory-based narrative was created specifically for the study and followed the same structure as the picture-based narrative: initial state; perturbation; event itself and final state. An episodic memory scoring was also attributed to the recall according to a specific grid. It allows an ecological episodic memory assessment.

Both narratives were recorded and orthographically transcribed with the CLAN program, using CHAT conventions (MacWhinney, 2011). Disfluencies were annotated, among which pauses. A pause was defined as a silence or hesitation starting from 200 ms (Gayraud et al., 2011) and marked using PRAAT.

Four measures were used:

- Number of words, including well-formed words as repeated words and rephrasing but excluding false starts (Marini et al., 2011, 2012);
- Speech rate, measured using the number of words/total speech duration in seconds (Marini et al., 2011, 2012);
- Pause frequency, normalized per 100 words;
- Pause length, measured using the median of each participant.

Statistical analyses: As regards the memory-based narrative, a Cohen’s Kappa was calculated on memory scoring between an experimenter and a speech therapist, for all narratives.

As for narratives assessment, controls’ and patients’ narratives were first compared using the nonparametric Mann Whitney test. Then, both narratives were compared within each group using the non-parametric Wilcoxon test. Finally, pause frequency and pause length within each group and each discourses were correlated with cognitive performance with non-parametric Spearman correlations: global cognition (Mini Mental State Examination, MMSE), anterograde memory (Doors and people test; Free and cued selective reminding test), processing speed (Trail Making Test, TMT A), mental flexibility (TMT B-A), verbal fluency (fruits, verbs, letter V), confrontation naming (objects, action, celebrities), syntactic comprehension, semantic verification.

Results

Cohen’s Kappa for memory scoring was 0.86, which reflects a high inter-judge reliability.

Intergroup comparisons: Regarding the pictured-based narrative, patients did not produce fewer words than healthy controls but had lower speech rates (p<0.01). Indeed, they produced longer (p=0.01) and more frequent pauses (p<0.01). Concerning the memory-based narrative, patients did not produce fewer words either. However, they got lower speech rates (p<0.05) with longer pauses (p<0.01) but not more frequent ones.

Correlations: In the healthy group, there was no correlation between pause length and frequency with cognitive performance. In the patients’ group, pausing was correlated with various cognitive processes depending on the narrative task. Within the pictured-based narrative, pause length was negatively correlated with verbal fluency (fruits, verbs, letter V) and positively correlated with longer processing speed (TMT A). There was no significant correlation with pause frequency. Within the memory-based narrative, pauses frequency was positively correlated with the recall itself, but also with verbal (Free and Cued Selective Reminding Test) and visual (Doors and people Test) anterograde memory, while no correlation with pause length was observed.

Discussion

The use of two types of narratives evidenced two major results. First, a memory-based narrative involves less pausing amongst healthy people, probably because it reflects real life discourses. On the contrary, a picture-based sequential narrative is unusual and more constraint, which leads to an increase of the number of pauses compared to a memory-based narrative. As the ability for recalling a personal event is impaired at the earliest stage of AD, the memory-based narrative is also disfluent in this group. Moreover, using two types of narratives, we put forward the influence of various cognitive loads during patients’ discourse processing. Indeed, the pictured-based narrative probably placed cognitive resources upon discourse planning and executive functioning, which lead to the need for longer pauses. Patients who are less efficient in processing speed and lexical access make the longer pauses in this type of discourse. On the
contrary within a memory-based narrative, patients did not produce more pauses than healthy participants but used them differently. Pauses are more used in patients with the best mnemonic skills. We assume the pauses in this type of discourse may play as a compensatory mechanism used to improve recall.


Towards a comprehensive notion of fluency in simultaneous interpreting: An interdisciplinary approach

E. Macarena PRADAS MACÍAS

University of Granada

Interpreting fluency has been investigated from a number of perspectives: the effect of source-speech pauses on the interpreter (e.g. Barik 1973; Tissi 2000); the interpreter’s pauses (e.g. Alexieva 1988; Shlesinger 1994; Mead 2000); the impact of silent pauses on the users’ assessment of interpreting quality (Ahrens 1998; Lenglet 2014), and the users’ perception of the fluency of the interpreter’s delivery (Christodoulides & Lenglet 2014; Pradas Macías 2003b). Yet, it is still unclear which characteristics of pauses and other measurable features of speech make recipients perceive it as fluent (e.g. Rennert 2010).

The research presented here was carried out at the University of Granada in a number of research projects, the latest one being *Quality in Interpreting and Nonverbal Aspects* – QINV
for short. QINV addresses both the objective features of discourse and the recipients’ subjective impressions.

Within the “objective” line of our earlier research, we found similar silent-pause patterns in the production of different interpreters (Pradas Macías 2003a, 2009). They can be both a symptom of the interpreter’s encoding difficulties or a sign that he or she is trying to help the listener to decode the message by following certain prosodic patterns, which may be specific to individual discourse types. The analysis of silent pause patterns involves a variety of research questions, for instance regarding the relation between lexical phenomena and the occurrence of silent pauses. Indeed, further research suggested that certain lexical categories in the source speech tend to trigger pauses in the target speech (Pradas Macías 2015).

In our “subjective” line of research, we learned that low fluency impinges on the overall perception of interpreting quality. In one study (Pradas Macías 2003b), an increased presence of silent pauses in interpreted speech led both interpretation users and interpreters to rate the interpretation more negatively, both in terms of fluency and of overall quality. In another study (Pradas Macías 2007), ratings were also impinged by disfluency symptoms added to an interpretation, such as filled pauses, repetitions and self-repairs. Moreover, we found some evidence of interpreters’ using a *sui generis* type of silent-pause pattern that might give the listener a cue to distinguish interpreted from non-interpreted speech (Pradas Macías 2009). Furthermore, even when *sui generis* pauses are compressed to a residual duration, subjects may still be able to detect them (Pradas Macías 2015). This confirms earlier findings that perceived pauses do not necessarily match real pauses, putting in question the use of standard thresholds in the definition and the experimental treatment of pauses.

In QINV, our ongoing research project, we address both linguistic and extralinguistic aspects related to fluency. Its principal aim is to study the effect of acceptability and social perception on quality evaluation (García Becerra 2012). Its starting point is that acceptability may depend on users’ expectations regarding the distinctive features of this type of speech and on their beliefs about the interpreter’s role and visibility. The project puts the following hypothesis linked to fluency: 1) Interpreting-quality criteria such as fluency are ill defined and lead to a concept variability that can’t lead to perception and assessment guidelines; 2) It is possible to outline some perception patterns, e.g., the relation between subjects’ perception of fluency and the impression formed about the interpreter; 3) Fluency manipulation in the source speech has different impact on the interpreter’s delivery; 4) Fluency manipulation in the interpreting product affects user’s perception of quality; 5) Some prosody features interfere in the way the manipulations (may) affect more than one quality criterion.

The QINV project includes both observational and experimental studies. Raw and manipulated speeches and interpretations serve as material and the subjects are experts and potential users. It is being carried out by a multidisciplinary team carrying out three strands of research. The first one follows in the steps of “vertical” studies in interpreting quality, which go beyond the “horizontal” distinction between quality criteria (such as fidelity, cohesion, intonation, and fluency) by exploring the interaction between specific aspects of those criteria. In particular, this strand examines the impact of specific prosodic aspects of fluency on users’ impressions of overall quality and of other quality criteria. The second strand of research

---

6 Funded by the Spanish Ministry of Economy and Competitiveness, ref. FFI2014-56617-P. See http://qinv.ugr.es
contributes to the methodology for survey-based quality studies, aiming to advance questionnaire design and administration methods. The third strand is devoted to the preparation of experimental material. It explores options of experimental treatment for features of spoken discourse such as pauses which may have an impact on the perception of individual quality criteria.


Fluency in Aviation English – the path to its description

Malila Carvalho de Almeida Prado
University of São Paulo

After a series of events which occurred due to lack of proficiency, the International Civil Aviation Organization (ICAO) implemented a new regulation to member states worldwide: in order to be accredited to operate internationally, pilots and air traffic controllers are required to undergo an English proficiency assessment. Governments must now manage a test (either produced "in house" or hired by institutions) which aims to assess the candidate’s proficiency according to six different linguistic criteria: pronunciation, structure, vocabulary, fluency, comprehension and interaction, in six different levels. Although the requirements are described in an official document, DOC 9835 (ICAO 2010), which sheds light on practices for training and testing, there have been inconsistencies among exams all over the world (Alderson 2008; Emery 2014), indicating a need for more empirical research especially in the definition of the language to be evaluated (Bachman & Palmer 2010).

Throughout DOC 9835, ICAO emphasizes that the focus of the proficiency requirements must be on the plain language, that is, the language used in abnormal situations comprising elements other than Aeronautical Phraseology – a sublanguage highly conventionalized and documented. However, it is unarguably difficult to establish a precise definition to this scope of language (Moder & Halleck 2009) and, even though there has been growing research on the topic (Lopez et al. 2013), this problem still needs catering for.

The overall purpose of the present research is to fulfill an existing gap between real life communications and the constructs presented in the abovementioned document. A corpus of nearly 100 exchanges between pilots and ATCs in abnormal situations (conditions in which they produce language other than Aeronautical Phraseology) was compiled to this end. By means of corpus linguistics concepts and methodology, this paper outlines a segment of the research by demonstrating some of the investigation related to two of the linguistic criteria to be evaluated - fluency and interaction - in pursuance of a better understanding of what in fact occurs in radiotelephony communications and what makes the speakers fluent or not. The model of transcription chosen, the Language into Act Theory (Cresti 2000), which considers prosodic breaks in the transcription instead of orthographic punctuation marks, has shown to be fundamental to the analysis of hesitations and chunks, that is, groups of words frequently uttered.
together, without pauses, continuously, as a string (Boers et al. 2006; Wood 2009). The investigation starts by verifying that native speakers use false starts, breaks and filled pauses as much as non-native speakers, which conforms to recent studies that even native speakers may produce "disfluencies" (McCarthy 2005). An apparent reason is the fact that silence may be confused with an offer to change the floor, when in fact the speaker wishes to hold it, contrary to studies which supply evidence that, in the flow of the interaction, hesitations seem to be a request for the interlocutor’s filling (McCarthy 2010). Such can be justified by restraints imposed by the radio handling.

The analysis then moves from examining the disfluencies to investigating the automation of language (Götz 2013) with a view to the production of chunks, on the basis that the more they are used, the better the fluency - and therefore proficiency - is perceived (Wood 2009). Some examples are ‘let me know’, ‘I think’, ‘if you can’, among others, giving prominence to pragmatic features. This paper concludes with the analysis of the turn-taking by examining initiating markers (Tao 2003), and with an observation of how pilots and air traffic controllers identify when to take the turn in radio communications.


A qualitative analysis of perceptions of fluency in second language French

Yvonne PRÉFONTAINE and Judit KORMOS

Lancaster University, Department of Linguistics and English Language and Oracle Corporation

In the field of second language (L2) fluency, there is a common adherence to quantitative methods to examine characteristics and features of speech. This study extends the field by reporting on an investigation that analyzed native-speaker listeners’ perceptions of L2 fluency in French from a qualitative perspective. Qualitative studies of L2 speech production and perception exploring French fluency are scarce within the SLA research literature. In fact, the only study to investigate L2 fluency in French from both a speech production and a perception perspective was conducted by Freed (2000).

The goal of our study was to compile and analyze three raters’ qualitative perceptions of fluent performance produced by L2 learners of French on a set of oral narrative tasks. The research aimed to uncover the linguistic processing experience of listeners when they evaluate L2 speech. Our study sought to answer the question: What are the features of L2 learners’ oral production that influence perceptions of L2 fluency in French? Our study sought to contribute to the existing literature by focusing on perceived fluency with regard to speech features of rhythm particularly, as well as speed, pauses, lexical retrieval, selfcorrection and efficiency/effortlessness.

The context for the study was a 5-week French immersion programme at a large francophone university in Québec, Canada. The L2 speaker participants were 40 volunteer undergraduate and graduate learners registered in beginning, intermediate and advanced French courses. There were approximately 13 participants per level, ranging in age from 18 to 69 years. The participants comprised 26 Canadian, 13 American and one British student, of whom 21 were female. The participants were all native speakers of English and varied in their exposure to French language study and the francophone world. They had an average of six years of French instruction in a regular classroom setting with the exception of 10 participants who had attended for an average of nine years in a French immersion setting in another Canadian province outside Québec.

The rater participants were three native speakers and French language instructors from the same university who were recruited to judge L2 speech production qualitatively. Although the raters had many years of experience in teaching French to non-francophone students, none had previously been involved in any L2 fluency rating projects.

The L2 speaker participants responded to three narrative speech tasks ranging in task complexity, demand and scope. In the first task, participants narrated a story based on six random pictures. The second task, a story retell, entailed retelling a story based on a short text in English about a horseback riding accident. In the final task, participants narrated a story based on an 11-frame cartoon strip presented in chronological order.

The three raters listened to each of 120 speech performances and gave their written qualitative impressions in which they described the features that most influenced their perceptions of L2 fluency in French. In the qualitative research conducted, the raters were intentionally untrained and were not provided with a definition of fluency to serve as a guide.
This procedure was implemented in order to avoid imposing a particular self-fulfilling construct of L2 fluency on the raters. Rather, they were informed of the overall goal which was to reveal what native speakers “perceive in the real world as a listener” when they hear L2 spoken French and what personally influences their perceptions from both qualitative and quantitative perspectives. This open-ended approach allowed the raters to make their own judgments about what constitutes L2 fluency in French, while still providing considerable qualitative detail.

The speech-rating project was conducted online using Google Drive. Each participant’s three speech productions were uploaded in a randomized order to ensure that the raters refrained from rating the same student equally across tasks. The raters provided written qualitative comments describing the fluency features that most influenced their evaluations of perceived fluency.

The data suggest that a fine balance must be struck between speed, pausing, lexical retrieval, self-correction, efficiency/effortlessness, and particularly rhythm, to qualify as a fluent L2 French speaker. However, as the excerpts from the qualitative comments indicate, these speech features and concepts are inherently intertwined and cannot easily be distinguished from each other. While numerous comments refer to speed of delivery, in general it is mentioned less often than rhythm, indicating that it might be secondary to rhythm in L2 French. According to the raters’ reactions, an L2 speaker is considered fluent when they can combine all these features to speak easily, relatively quickly and with pauses at appropriate junctures. While all these factors together weave an intricate pattern in the fabric of L2 fluency, the speech features that were most frequently commented on by the raters in this dataset were speech rhythm, efficiency and effortlessness. This may be due to the fact that speech rhythms and efficiency/effortlessness are easily perceived features, and given the L2 French immersion context to which the raters are accustomed, they may be more conscious of these speech characteristics in L2 learners. Nonetheless, speech rhythm appears to be an overarching characteristic of fluent L2 speech in French.


Is it pause type or pause length that matters? Hesitation fillers and their effect on fluency ratings and the perception of L2 speakers

Sandra REITBRECHT
University of Vienna, University College of Teacher Education Vienna

Introduction

In the context of second language learning, fluency is considered as an important feature of oral proficiency. Therefore, recent papers present tasks for a fluency training (e.g. Rossiter et al. 2010; Funk 2014) and prove their effect on fluency improvement (see de Jong/Perfetti 2011; Lambert et al. 2016). Furthermore, L2 fluency research focusses on the field of language testing and investigates the relationship between utterance and perceived fluency (e.g. Kormos/Dénes 2004; Rossiter 2009; Bosker et al. 2013; Préfontaine et al. 2015). Regarding the importance of
the number of silent and filled pauses for fluency ratings, divergent results are existent: On the one hand, Bosker’s et al. study (2013, 167) shows that the number of silent pauses correlates better with the impression of disfluent speech than the number of filled pauses. On the other hand, Kormos/Dénes (2004, 155) report that in their data, the number of silent pauses and the number of filled pauses correlate both only weakly with the impression of disfluent speech. Referring to these results, this paper presents two case studies that investigate the effect of pause type (silent and filled pauses) (a) on fluency ratings and (b) on the speech-based perception of non-native speakers, their personality and their inner psychological state. This second research interest is positioned in the field of speech effect research (Sprechwirkungsforschung) which is based on the assumption of Bühler’s Organon model that listeners can interpret the speech signal as symptoms (see Hirschfeld et al. 2010). Furthermore, recent L2 studies analysing verbal data also give evidence of the fact that listeners refer to L2 speakers’ personality or their inner psychological state when rating accentedness or fluency (see Hayes-Harb/Hacking 2015; Préfontaine/Kormos 2016).

**Study**

To investigate the impact of the two different pause types (silent and filled pauses), the audiotaped performances of two learners of German as a foreign language on an oral narrative task were manipulated in the way that in the second version, the (majority of the) hesitation particles was/were replaced by silence and filled pauses thus became silent pauses (see table 1).

<table>
<thead>
<tr>
<th>Speaker / Case study 1</th>
<th>Original performance</th>
<th>Manipulated performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speaker / Case study 2</td>
<td>21,0</td>
<td>0,0</td>
</tr>
</tbody>
</table>

In each case study, the original and the manipulated stimulus were presented to two different groups of listeners (native-speakers of German) who (1) answered an open-ended question concerning their impressions of the speakers and their performance and (2) rated fluency as well as certain speaker-related attributes (assured, nervous, relaxed, well prepared, making an effort and competent) in a six-point Likert scale (5 = I totally agree; 0 = I totally disagree).

**Results**

Table 2 shows the medians for fluent as well as for the above mentioned attributes. Grey fields indicate that the ratings for the original and the manipulated stimulus differed significantly (Mann-Whitney U test; p < 0,01). The medians show that the manipulation (replacing hesitation fillers as äh, mmh, ähm by silence) showed different effects in the two case studies: The L2 speaker in case study 1 was perceived as more fluent, more assured, less nervous, more relaxed, better prepared, more competent and making more effort when the raters listened to the original stimulus with filled pauses. In contrast, the medians for the L2 speaker in case study 2 differed only for three attributes, namely nervous, relaxed and making an effort. Furthermore, for nervous, relaxed and making an effort, the manipulation led to divergent changes in the two
case studies: Speaker 1 gained better results in the setting with the original stimulus, speaker 2, in contrast, in the setting with the manipulated data.

Table 2: Medians of raters’ scores (5 = I totally agree; 0 = I totally disagree)

<table>
<thead>
<tr>
<th></th>
<th>fluent</th>
<th>assured</th>
<th>nervous</th>
<th>relaxed</th>
<th>well prepared</th>
<th>competent</th>
<th>making an effort</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SPEAKER / CASE STUDY 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>original (n=24)</td>
<td>3,0</td>
<td>3,0</td>
<td>2,5</td>
<td>2,0</td>
<td>4,0</td>
<td>3,5</td>
<td>4,5</td>
</tr>
<tr>
<td>manipulated (n=29)</td>
<td>1,0</td>
<td>1,0</td>
<td>3,0</td>
<td>1,0</td>
<td>2,0</td>
<td>1,0</td>
<td>4,0</td>
</tr>
<tr>
<td><strong>SPEAKER / CASE STUDY 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>original (n=26)</td>
<td>4,0</td>
<td>4,0</td>
<td>3,0</td>
<td>2,0</td>
<td>4,0</td>
<td>4,0</td>
<td>4,5</td>
</tr>
<tr>
<td>manipulated (n=26)</td>
<td>4,0</td>
<td>4,0</td>
<td>2,0</td>
<td>3,0</td>
<td>4,0</td>
<td>4,0</td>
<td>5,0</td>
</tr>
</tbody>
</table>

**Discussion**

One possible reason for the different/divergent impact of the change of pause type in the two case studies can be the concrete pause structures and the context in which the two L2 speakers produced the hesitation fillers. Whereas speaker 1 realized longer fillers and a considerable number of them in the context of silence (silence – hesitation filler – silence) or before silence (hesitation filler – silence), speaker 2 produced the majority of the fillers directly between words (word – hesitation filler – word). Thus, the mean duration of the silent pauses that were created by the manipulation differed strongly between the two case studies (1,3 seconds for speaker 1 and 0,4 seconds for speaker 2). Analysing the listeners’ comments in the open-ended question also reveals that in case study 1, they strongly referred to the feature of pause length, less to the feature of pause type: Whereas for the original version, comments as no long pauses or despite some reflexion pauses, no long interruptions could be found, for the manipulated version, the listeners did not use any comparable positive comments and pause length was often mentioned in a negative way (e.g. too long pauses or many break downs).

Nevertheless, the quality of the manipulated data and their naturalness plausibility have to be mentioned as potential interfering aspects. Although the listeners had the possibility to comment on data quality at the end of the survey, none of them used this option. Thus, in future studies, a rating scale for naturalness plausibility has to be integrated into the questionnaire. Furthermore, it is interesting to take a closer look to the speech data itself: More than half of the silent pauses in the manipulated data in case study 1 reached a duration of more than 1,0 seconds and up to 4,7 seconds. The results of a larger corpus (Reitbrecht 2016) show that such durations are less frequent for silent pauses than for pause structures that include a hesitation filler. Qualitative aspects as breathing noise directly before a hesitation filler also have to be mentioned regarding the naturalness plausibility of the here used manipulated data. Furthermore, the number of listeners in this study was a limited one.
Although further studies are necessary to get better insights into the complex interaction of certain utterance fluency features in the perception of L2 speakers and the rating of L2 fluency, the results of these two case studies can be considered as an interesting contribution to the following two points: Firstly, they can be understood as an argument for a more detailed analysis of filled/combined pauses and their structures in the field of (L2) fluency research. Secondly, the results show clearly that in the context of second language teaching/learning, teachers should refrain from general or generalizing statements or advice regarding the use or avoidance of certain hesitation phenomena.


Differences in second language speech fluency ratings: native versus nonnative listeners

Ralph L. ROSE

Waseda University Faculty of Science and Engineering

The perception of speech in cross-linguistic situations is known to be modulated by the listener’s language background. In studies of the perception of foreign-accented speech by nonnative speakers (persons speaking in their nonnative language), nonnative listeners (persons listening to speech in their nonnative language) show greater comprehension than native listeners (persons listening to speech in their native language) (Bent and Bradlow 2003). Ratings of accentedness may also differ: Nonnative listeners judge foreign-accented speech less harshly than native listeners (Wester and Mayo 2014). Somewhat less studied is perceptions of fluency in similar cross-linguistic situations. Rossiter (2009) observed that fluency ratings by nonnative listeners of nonnative speech were lower overall than those given by native listeners. However, these rater groups were similar in that their ratings were most highly correlated with the speakers’ articulation rate and silent pause frequency, suggesting that raters attend to these temporal parameters when rating fluency. In contrast, Foote and Trofimovich (2016) observed that native listeners depended more on silent pause frequency (over other factors) as a measure of fluency than did nonnative listeners, while the latter depended more on speech rate.

The diversity of language backgrounds in previous work could diminish effects associated with particular languages (cf., Bent and Bradlow’s intelligibility benefit was larger for native language sharing participants). Therefore, the present study narrows the scope of nonnative listener to those listeners who also share the same native language as the speaker. This may allow effects pertaining to one specific language group to be revealed. While narrower in scope, the present study is an attempt to contribute to the wider body of evidence on native vs. nonnative fluency ratings.

The present work takes advantage of a crosslinguistic speech corpus (Rose 2013) in which native speakers of Japanese spoke for several minutes in response to various elicitation tasks in both their native language and English, their second language. These tasks included reading aloud and two types of spontaneous speech tasks: picture description—in which participants described a single frame scene or multi-frame sequence of scenes—and topic narrative—in which participants were given a topic (e.g., explain basketball to someone who has never seen it).

For each speaker in the corpus (N=35 adults), seven thirty-second clips of their English (i.e., nonnative) speech were extracted from the three task types (three clips each from picture description and topic narrative and one clip from reading aloud). These clips were rated on a 9-point scale for fluency (1=low, 9=high) by native listeners (N=34 native English-speaking adults) using the Amazon Mechanical Turk crowd-sourcing work system. Raters were instructed to judge the “smoothness” of the speech and not other features like pronunciation or syntactic complexity. These results were previously reported in a study of the relationship between first and second language speech and fluency ratings (Rose 2015). In the present study, this earlier work was extended by having nonnative listeners (N=20 native Japanese-speaking adults) listen to the same set of recordings and rate the fluency in a similar manner.
The present study also analyzes two additional temporal parameters, filled pauses and repairs. The central comparison is fluency ratings by nonnative listeners (who share the same native language as the speakers) to those by native listeners.

Results show that the nonnative listeners gave lower fluency ratings overall (mean=4.4, sd=1.6) than did native listeners (mean=4.9, sd=1.7). This difference was significant according to a repeated-measures anova \([F(1,52)=7.6, p<0.01]\). This is consistent with previous findings and supports the view that nonnative listeners tend to judge nonnative speakers' fluency more harshly, although they share a native language.

In order to examine which features of speech that raters are attending to in their judgments, a step-wise linear regression was performed with fluency rating as the dependent variable. Independent variables included articulation rate (syllables per minute of phonation time), silent pause length (mean length of silent gaps of 300ms or greater; c.f., De Jong and Bosker 2013), silent pause rate (number of silent gaps per minute), filled pause rate (number of occurrences of ‘um’ or ‘uh’ per minute), and repair rate (number of repair sequences per minute). The first three temporal parameters—articulation rate, silent pause length, and silent pause rate—were measured automatically using a Praat script (Boersma and Weenink 2013, Quené, Persoon, and De Jong 2011). The filled pause and repair rates were taken from transcriptions of the corpus. These variables plus elicitation task and rater language were included in the regression model.

The regression analysis shows that all factors were significant \([F(8,475)=118, p<0.001; \text{adjusted } R^2=0.66]\). Higher fluency rates are correlated with higher articulation rate, lower pause rate, shorter pause length, higher filled pause rate and lower repair rate. When separate analyses are performed on rater groups, articulation rate, silent pause length and filled pause rate remain for both groups while silent pause rate remains only for nonnative raters \([F(6,235)=104, p<0.001; \text{adjusted } R^2=0.72]\) and repair rate remains only for native raters \([F(6,235)=58, p<0.001; \text{adjusted } R^2=0.58]\).

The regression analysis further suggests differences between the reading aloud task and the other spontaneous speech tasks. After removing the reading aloud data, the overall models remain the same except that filled pause rate disappears from the optimal model for native raters \([F(3,203)=56, p<0.001; \text{adjusted } R^2=0.45]\).

In contrast to previous findings, the present study suggests that nonnative raters judge fluency by somewhat different criteria than do native raters. While attention to articulation rate and pause length overlaps between them, nonnative raters also pay attention to pause rate while native raters pay attention to repair rate. This difference might be partially explained by differences in the perceptual tasks of the two raters. Previous research has shown that native listeners have a comprehension disadvantage (Bent and Bradlow 2003). Thus, more frequent pauses may actually aid their comprehension without being as intrusive as they are to nonnative listeners. On the other hand, once native listeners comprehend the speech, they are more likely to recognize repairs because it requires a higher level syntactic knowledge than some nonnative listeners have. Hence, the latter may simply be showing quicker word recognition, but lower syntactic comprehension than native raters.

The observed advantage for filled pause rate with nonnative raters may be related to crosslinguistic differences in filled pause use. Filled pauses have been shown to be generally more frequent in Japanese than English (Watanabe and Toyama 2016). Hence, a higher filled
pause rate may be regarded by these raters as somehow more natural, and therefore evidence of higher speaker fluency. But perhaps this becomes apparent to them only with the slower articulation rate of spontaneous speech.

Taken together with previous findings, the results here suggest that fluency ratings may be influenced by the native-language sharing status of listeners and raters. However, since the present study did not include non-native-language-sharing nonnative raters, a definitive conclusion cannot be made. This is the focus of future work.

Amazon Mechanical Turk web site. www.mturk.com
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When and why do old speakers use more fillers than young speakers?

Lucie ROUSIER-VERCRUYSSEN1,2, Anne LACHERET2, Marion FOSSARD1
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Introduction

Fillers (‘euh’, ‘hum’), which occur frequently in conversations, are produced in specific distributions within discourse (Campione & Véronis, 2005; Goldman et al., 2010). According to Arnold (2010), they indicate discourse or utterance planning difficulties. In a storytelling context...
task, speakers are more disfluent when they introduce new information (Fraundorf & Watson, 2014), especially when the storytelling is referentially more complex (1 vs. several characters) and ambiguous (same-sex characters, Arnold & Griffin, 2007; Arnold, 2010). Moreover, some studies found that older speakers produce more fillers than younger speakers (Bortfeld et al., 2001; Tottie, 2011; Laserna, Seih & Pennebaker, 2014). For these authors, the use of fillers can mark the speakers’ age and signal a planning load. Since disfluencies are essentially related to the introduction of new information, the issues are the following: 1) are fillers more produced when referential complexity and/or ambiguity increases, i.e. is the difficulty to mention a referent in the presence of competitors expressed more by fillers than without? 2) are fillers linked to / influenced by executive functions such as planning abilities, i.e. is the use of fillers less present when executive functions are high?

The major aim of this study is to establish whether fillers produced in a storytelling task preferentially occur at strategic points of reference processing according to the accessibility of the referent, which would indicate an increased difficulty in discursive planning for younger (YS) and older speakers (OS).

Specifically, our goal is to (i) study the effect of referential complexity (1 vs. 2 characters) and referential ambiguity (2 characters of different sex vs. 2 characters of same sex) on the rate of fillers depending on the discourse stage (introduction, maintain and shift stage of characters), (ii) examine the relation between the rate of fillers and executive functions (inhibition, flexibility and planning) measured independently of the storytelling task, and (iii) compare the productions of fillers in YS and OS.

**Method**

The experiment, carried out with 30 YS (age span: 19-39) and 30 OS (age span: 59-79), is based on a storytelling in sequence task using the paradigm of referential communication (Clark & Wilkes-Gibbs, 1986). In this paradigm, the speaker has to tell a story based on a sequence of pictures so that the interlocutor sorts the pictures in the same order as the speaker. The experimental material is composed of sequences structured around 6 pictures: 2 sequences containing 1 character, 2 referentially more complex sequences containing 2 characters of different sex, and 2 referentially ambiguous sequences with 2 characters of the same sex. By manipulating the salience of characters (foreground or background within pictures) we could create 2 to 3 discourse stages: introduction, maintain and shift of characters. 360 storytellings, extracted from the SNF’s data n°142069, a total duration of 8 hours and 30 minutes, were transcribed using Praat (Boersma & Weenink, 2009) and segmented into syllables with EasyAlign (Goldman, 2011). Each syllable is annotated as filler or not (Lacheret and al., in prep.). The rate of fillers is calculated as follows: the number of fillers divided by the total number of syllables, in each discourse stage of all the storytelling sequences. The participants were tested for the following cognitive abilities: inhibition (Stroop, 1935), flexibility (Kaplan et al., 1983) and planning (Wilson and al., 1996) and their scores were used to study the influence of these abilities on the rate of fillers. Five multiple linear regression analyses were conducted: one for the rate of fillers produced by YS, one for the rate of fillers produced by OS, one with cognitive measures for YS, one with cognitive measures for OS, and the last one to compare the production rate of fillers between YS and OS. For the first two, discourse stages were included as fixed factors. Referential complexity and referential ambiguity were also included as fixed factors in order to examine interactions. Two interactions were also included:
the first one between discourse stage and referential complexity, and the other one between discourse stage and referential ambiguity. For the second two models, executive functions were included as fixed factors. And for the last one, we included groups and discourse stages, determined as fixed factors, and the interaction between groups and discourse stages. Starting with the full model, we used model comparisons to determine whether the inclusion of a fixed factor and of an interaction was justified by the data. Only the final models will be presented.

Results

For each group, results show a significant effect of the introduction and shift stages compared to the maintain stage, with an increased rate of fillers ($\beta=1.14, p<0.05$ for YS, and $\beta=1.97, p<0.05$ for OS). This suggests that the rate of fillers is higher in the introduction and in the shift stages compared to the maintain stage. No significant interaction between discourse stages and referential complexity or ambiguity was found for YS and OS. It thus appears that the higher rate of fillers is not marked in a specific discourse stage when there is referential complexity or ambiguity. Furthermore, analyses conducted in both groups between the cognitive measures and the rate of fillers revealed that the more an OS is flexible, the less likely fillers are to be produced in the shift stage ($\beta=-0.36, p<0.05$). Moreover, the comparison between YS and OS indicates that OS produce significantly more fillers compared to YS ($\beta=1.47, p<0.05$), suggesting that all things being equal, OS are 4 times more likely to produce fillers compared to YS.

Conclusions

Our data reveal that fillers occur at strategic moments of reference processing: OS and YS produce more fillers when 1) they introduce a new character in discourse (Fraundorf & Watson, 2014), 2) they shift toward a less salient character (i.e. topic shift). Compared to the maintain stage, the introduction and shift stages generate a more important cognitive effort because the speaker has to mention a less accessible referent. Thus, the use of fillers indicates planning difficulties for these two discourse stages. Surprisingly, fillers produced by YS and OS do not increase in contexts of referential complexity or ambiguity for a given stage. So, speakers do not express their difficulty to mention a referent in the presence of competitors at different discourse stages by using fillers. Finally, our results highlight the influence of flexibility capacities on the rate of fillers for OS: OS with a lower flexibility use more fillers to express their difficulty in shifting characters. Their filler productions mark their difficulties to reorient the mention of a maintained referent towards another one. Further studies are needed to better characterize the relations between discourse planning, cognitive abilities and other types of disfluency.


---

**Disfluencies in Trump and Clinton first presidential debate**

*Ye TIAN*

*Université Paris-Diderot*

The first presidential debate on 26 Sept 2016 between Donald Trump and Hillary Clinton was the most watched debate in American history. This paper analyse the disfluency patterns in this debate.

We annotated filled pauses, repetitions, self-repairs and abandoned utterances of the two speakers in the 90min debate, discounting disfluencies during cross talk. It is an impression of many that Trump was more disfluent than Clinton. We found that in fact, the overall occurrences of disfluency are similar between the two, at 60 for Clinton and 73 for Trump. Taken into account the number of words uttered (Trump used 8866 words, while Clinton used 6580 words), the average rates of disfluency are almost the same: 7.6 per thousand words for Trump and 8.1 per thousand words for Clinton. Note that these rates are significantly lower than those in natural conversations in informal settings, estimated to be around 60 per thousand words by Fox Tree, 1995, or 12 per thousand words by (Bortfeld, Leon, Î, Bloom, & Schober, 2001).

What WAS different is the types of disfluencies. Trump had a fair number of repetitions, repairs and abandoned utterances, and relatively few filled pauses. Clinton, on the other hand, had almost no repairs or abandoned utterances. She had a few repetitions, and many more filled pauses.
Trump tends to repeat himself, he often stops mid-sentence to add something, and may or may not come back to his original partial sentence. The types of his disfluencies are perhaps why he doesn’t come across as a well-prepared and eloquent speaker. Below are some examples:

Repetition:

TRUMP: New York -- New York has done an excellent job. And I give credit -- I give credit across the board going back two mayors.

Repair:

TRUMP: They (left + fired ) 1,400 people.

TRUMP: I could name + { I mean} there are thousands of them.

Abandoned utterance:

TRUMP: The African-American community -- because -- look, the community within the inner cities has been so badly treated.

TRUMP: whether it's -- I mean, I can just keep naming them all day long -- we need law and order in our country.

Clinton uses more filled pauses, but barely any other types of disfluencies. The filled pauses were not evenly distributed. There are pockets of utterances where filled pauses are more frequent. For example:

CLINTON: Well, I think we need to do much more {F uh} with our tech companies to {F uh} prevent ISIS and their operatives {F uh} from being able to use the Internet to radicalize, even direct {F uh} people in our country and Europe and elsewhere. But we also have to intensify our air strikes against ISIS {F uh} and eventually support our Arab and Kurdish {F uh} partners to be able to actually take out ISIS {F uh} in Raqqa. {F uh} And we're hoping that {F uh} within the year we'll be able to push ISIS out of Iraq and then, you know, really squeeze them in Syria.

Disfluency rates over time clearly shows that while Trump’s disfluency rate increases steadily, Clinton’s disfluency rate fluctuates, peaking between 60 to 75min, during which they were discussing fighting cyber-crime and ISIS.
From the perspective of perception, Trump style disfluency likely incurs more processing costs, for the listeners, and as a result affects the perception of discourse coherence. Levelt (1983) suggests that selfrepairs pose a “continuation problem” for the listeners, who must determine the start of the reparandum (the to-be-repaired), and how the repair replaces the reparandum. Similarly, upon listening to abandoned utterances, listeners may not know whether it was a reparandum and thus should be held in memory, or whether it should be discarded, and processing should start from scratch. These factors likely contributed to the perception that Trump was difficult to follow and incoherent.

On the other hand, Clinton style disfluency, namely filled pauses only, may sometimes aid comprehension. Studies have shown that filled pauses may indicate discourse structure. Participants remember a story better after listening to “Alice in wonderland” with filled pauses than with coughs (Fraundorf & Watson, 2011), suggesting that compared to repairs and abandoned utterances, filled pauses have less negative impact on processing cost. However, (Brennan & Williams, 1995) showed that compared to silent pauses, filled pauses are perceived to indicate less confidence in the speaker. It is possible that Clinton’s frequent filled pauses during discussion of cyber-crime and ISIS have lead to a perception of her low-confidence on this topic.

From the perspective of production, repetitions, repairs and abandoned utterances signal less initial planning and constant self-monitoring. They suggest that many of Trump’s utterances were not prerehearsed, and his utterances reflects his thought processes – where often new and/or periphery ideas get activated and replace the original thought. On the other hand, filled pauses reflect planning of up-coming words/utterances. The lack of repairs and relatively higher rate of filled pauses of Clinton suggests that she has rehearsed some of the verses, and for those that were not well rehearsed, Clinton put in extra effort in planning. Overall, Trump’s style is more egocentric, while Clinton’s style is more listeneroriented.

In the final version of the paper, we aim to incorporate data from the second and last debates, as well as relating disfluency patterns to the content of their speech.


The distribution of editing phrases in German, French and Chinese dialogues
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1. Introduction

In natural conversations, speakers frequently produce lexical and non-lexical filled pauses, both during hesitations, and within self-repairs. (Ginzburg et al., 2014) categorize disfluencies into ones that are backwards looking and ones that are forwards looking. Forward looking disfluencies are cases when an utterance is interrupted by a filled or silent pause, but are continued without an alteration. Backwards looking disfluencies are cases when an utterance is interrupted and replaced with an alteration that refers back to an already uttered reparandum, and an editing phrase (EP) is often inserted. We define EPs not by their lexical meaning, but by its structural context. Any ”words” used between a reparandum and its repair is considered an EP.

This paper introduces a multi-lingual natural dialogue corpus annotated for disfluency, and presents a preliminary results on the repertoire of filled pauses and EPs in three languages: French, Chinese and German.

2. Data and transcription

We use the DUEL corpus (Hough et al., 2016), consisting of 24 hours of natural, face-to-face, loosely task-directed dialogue in German, French and Mandarin Chinese. The corpus is uniquely positioned as a cross-linguistic, multimodal dialogue resource controlled for domain. DUEL includes audio, video and body tracking data and is transcribed and annotated for disfluency, laughter and exclamations. The data consists of 10 dyads per language. Transcription was done from the WAV audio files using Praat (Boersma and Weenink, 2010), following the instructions of the DUEL transcription and annotation manual (Hough et al., 2015), which specifies language general practices such as segmentation, disfluency annotation and laughter annotation, as well as language specific instructions regarding filled pauses, exclamations, and non-standard orthography.

2.1. Editing Phrase and Repair Annotation

Our annotations follow the light-weight inline method of dialogue annotation described by Hough et al. (2015). We utilize the disfluencies marked up as EPs (a class which includes filled pauses).
The filled pauses are annotated by a \{F\}, bracketing other fillers and editing terms simply with \{\} - e.g. I \{you know\} like her.

The inventory of EPs and filled pauses differ depending on the language. For example, in German, the common filled pauses are \{F ah\¨\}, \{F ahm\¨\} and \{F hm\}; in French they are \{F euh\}, \{F mnh\} and \{F euhm\}; in Chinese, they are \{F en\}, \{F eh\}, as well as demonstratives \{F nage\} (literally “that”) and \{F zhege\} (literally “this”). For repairs, restarts and abandoned utterances, we mark the structure according to this scheme, consistent with the Switchboard repair mark-up (Meteer et al., 1995): (reparandum + \{EP\} repair)

3. The distribution of editing phrases across languages

3.1. Filled pauses

The distribution of filled pauses were summarized in tables 1, 2, and 3. They are the most frequent in French, at 0.29 filled pauses per utterance, compared to 0.17 per utterance in Chinese and 0.13 per utterance in German. "Non-lexical" vowel based filled pauses such as "euh", "eh" and "ah" are the most frequent filled pauses in all three languages. Certain "discourse markers" have similar distributions as those "non-lexical" filled pauses, e.g. "bah" (an interjection) in French, "ranhou" ("then") in Chinese, and "also" ("so") in German.

<table>
<thead>
<tr>
<th>Filler</th>
<th>Occurrences</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>euh</td>
<td>4089</td>
<td>60 %</td>
</tr>
<tr>
<td>bah</td>
<td>651</td>
<td>9 %</td>
</tr>
<tr>
<td>hein</td>
<td>291</td>
<td>4 %</td>
</tr>
<tr>
<td>genre</td>
<td>279</td>
<td>4 %</td>
</tr>
<tr>
<td>tu vois</td>
<td>260</td>
<td>4 %</td>
</tr>
<tr>
<td>Rmmh</td>
<td>255</td>
<td>4 %</td>
</tr>
<tr>
<td>ah</td>
<td>248</td>
<td>4 %</td>
</tr>
<tr>
<td>'fin</td>
<td>199</td>
<td>3 %</td>
</tr>
<tr>
<td>euhm</td>
<td>192</td>
<td>3 %</td>
</tr>
<tr>
<td>en fait</td>
<td>138</td>
<td>2 %</td>
</tr>
<tr>
<td>bon</td>
<td>135</td>
<td>2 %</td>
</tr>
<tr>
<td>ouais</td>
<td>128</td>
<td>2 %</td>
</tr>
</tbody>
</table>

Table 1: French filled pauses

<table>
<thead>
<tr>
<th>Filler</th>
<th>Occurrences</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>eh</td>
<td>1066</td>
<td>28 %</td>
</tr>
<tr>
<td>ranhou (then)</td>
<td>578</td>
<td>15 %</td>
</tr>
<tr>
<td>en</td>
<td>541</td>
<td>14 %</td>
</tr>
<tr>
<td>jiushi (it is)</td>
<td>514</td>
<td>14 %</td>
</tr>
<tr>
<td>nage (that)</td>
<td>483</td>
<td>13 %</td>
</tr>
<tr>
<td>ah</td>
<td>304</td>
<td>8 %</td>
</tr>
<tr>
<td>em</td>
<td>284</td>
<td>7 %</td>
</tr>
<tr>
<td>zhege (this)</td>
<td>50</td>
<td>1 %</td>
</tr>
</tbody>
</table>

Table 2: Chinese filled pauses
Table 3: German filled pauses

<table>
<thead>
<tr>
<th>Filler</th>
<th>Ocurrences</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>ah”</td>
<td>698</td>
<td>48%</td>
</tr>
<tr>
<td>ahm”</td>
<td>413</td>
<td>29%</td>
</tr>
<tr>
<td>also</td>
<td>124</td>
<td>9%</td>
</tr>
<tr>
<td>Hm/mh/uhm</td>
<td>56</td>
<td>4%</td>
</tr>
<tr>
<td>Fah/F” ahm”</td>
<td>38</td>
<td>3%</td>
</tr>
<tr>
<td>Oh</td>
<td>32</td>
<td>2%</td>
</tr>
<tr>
<td>ach</td>
<td>15</td>
<td>1%</td>
</tr>
<tr>
<td>achso</td>
<td>11</td>
<td>1%</td>
</tr>
<tr>
<td>ja</td>
<td>8</td>
<td>1%</td>
</tr>
</tbody>
</table>

3.2. Editing phrases

We extracted instances of disfluencies marked in the form of (reparandum + optional EP repair). They include repetitions and repairs. French and Chinese were similar in the rates of repetitions/repairs. In French, 19% of utterances contain repetitions/repairs. There was a total of 3684 occurrences, on average 1.2 per utterance. In Chinese, 17% of utterances contain repetitions/repairs. There was a total of 4476 occurrences, on average 1.15 per utterance. In contrast, only 8% of utterances in German contain repetitions/repairs. There was a total of 1125 occurrences, on average 1.2 per utterance. In terms of EPs, French uses them more frequently than Chinese and German. 25% (French), 14% (Chinese) and 13% (German) of repetitions/repairs used an EP. Both filled pauses and lexical items can be used as EPs. Few of the frequent lexical EPs contain the meaning of “editing” or “correction”. Tables 4, 5 and 6 summarize the distributions of EPs in three languages.

Table 4: French editing phrases

<table>
<thead>
<tr>
<th>French</th>
<th>Occurrences</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>euh</td>
<td>655</td>
<td>72%</td>
</tr>
<tr>
<td>ouais (yeah)</td>
<td>44</td>
<td>5%</td>
</tr>
<tr>
<td>genre (like)</td>
<td>42</td>
<td>5%</td>
</tr>
<tr>
<td>bah</td>
<td>29</td>
<td>3%</td>
</tr>
<tr>
<td>’fin (lastly)</td>
<td>23</td>
<td>3%</td>
</tr>
<tr>
<td>euhm</td>
<td>21</td>
<td>2%</td>
</tr>
<tr>
<td>enfin (lastly)</td>
<td>16</td>
<td>2%</td>
</tr>
<tr>
<td>voila</td>
<td>15</td>
<td>2%</td>
</tr>
<tr>
<td>tu vois (you see)</td>
<td>13</td>
<td>1%</td>
</tr>
<tr>
<td>bon (good)</td>
<td>8</td>
<td>1%</td>
</tr>
<tr>
<td>donc (so)</td>
<td>8</td>
<td>1%</td>
</tr>
</tbody>
</table>
Table 5: Chinese editing phrases

<table>
<thead>
<tr>
<th>Editing phrase</th>
<th>Occurrences</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>192</td>
<td>32 %</td>
</tr>
<tr>
<td>jiushi (is)</td>
<td>130</td>
<td>21 %</td>
</tr>
<tr>
<td>nage (that)</td>
<td>97</td>
<td>16 %</td>
</tr>
<tr>
<td>ranhou (then)</td>
<td>77</td>
<td>13 %</td>
</tr>
<tr>
<td>dui (correct)</td>
<td>30</td>
<td>5 %</td>
</tr>
<tr>
<td>em</td>
<td>22</td>
<td>4 %</td>
</tr>
<tr>
<td>non-verbal tech noise ”tze”</td>
<td>16</td>
<td>3 %</td>
</tr>
<tr>
<td>oh</td>
<td>12</td>
<td>2 %</td>
</tr>
<tr>
<td>zhege (this)</td>
<td>11</td>
<td>2 %</td>
</tr>
<tr>
<td>shenme (what)</td>
<td>9</td>
<td>1 %</td>
</tr>
<tr>
<td>bushi/budui (no)</td>
<td>9</td>
<td>1 %</td>
</tr>
</tbody>
</table>

Table 6: German editing phrases

<table>
<thead>
<tr>
<th>Editing phrase</th>
<th>Occurrences</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>ah¨</td>
<td>82</td>
<td>56 %</td>
</tr>
<tr>
<td>ahm¨</td>
<td>30</td>
<td>20 %</td>
</tr>
<tr>
<td>also</td>
<td>19</td>
<td>13 %</td>
</tr>
<tr>
<td>ja</td>
<td>4</td>
<td>3 %</td>
</tr>
</tbody>
</table>

4. Conclusion and future work

We analyzed filled pauses and editing phrases in a multilingual dialogue corpus DUEL. We found that different languages use filled pauses and EPs are different rates (more frequent in French than in Chinese and German). A repertoire of both ”non-lexical” and lexical filled pauses were used in all three languages, and most of these filled pause can also function as EPs. For the final version of the paper, we aim to distinguish repetitions and different types of repairs (e.g. phonological, morphological, semantic, pragmatic), and investigate whether different EPs are preferred in different contexts.


Pauses in disfluent phases in native and non-native read speech

Jürgen TROUVAIN
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Most studies on fluency and disfluency in second language (L2) research investigated non-scripted speech. This paper focuses on read (or scripted) speech, more particularly on the less frequently studied topic of pauses in fluent and disfluent phases in native and non-native read speech.

Why study scripted speech? In contrast to unscripted speech in scripted speech important planning steps are missing or reduced, such as the conceptual preparation of the formulation, the morphosyntactic encoding, the selection of words, and aspects of social interactivity (Levelt 1989, Segalowitz 2010). Although scripted speech seems to be less demanding than non-scripted speech, reading aloud is used in various language registers. For instance, on the side of speech production lectures and talks are often fully or partially scripted, on the side of speech perception most broadcasted speech in television and radio is scripted, e.g. the news. It thus forms a part of everyday life.

A big advantage of read speech is that it provides a high level of comparability. It makes comparisons of various performances of the same text easier, e.g. between learners in a group, between samples of the same learner of two time points in the learning process, or between samples of the same speaker in her/his first language (L1) and second language (L2).

It is typical for spontaneous speech that a great number of disfluencies including 'filled pauses', i.e. pauses containing filler particles like "uh" or "uhm", can be found, followed by repetitions and deletions (e.g. Shriberg 2001, Lickley 2015). In read speech, pauses at inappropriate locations (e.g. within a noun phrase), prolongations of single sounds, and particularly articulation errors (usually with repairing them, either with or without a short silent pause) are often found forms.

In comparison to native speech non-native speech usually shows a lower degree of utterance (or production) fluency. This is reflected by pausing, tempo and the use of disfluencies. L2 speakers usually produce more and longer pauses than L1 speakers. Together with a slower articulation rate this yields also in a slower speaking rate (which includes pauses).

Markers of the reduced utterance fluency in L2 speech can be found in non-scripted as well as scripted speech styles. One important difference between both speech modes seems to be the sometimes mentioned infrequent use of filler particles in read speech (e.g. Cucchiarini, Strik & Boves 2002).

For the present study we analysed a subset of the IFCASL bilingual phonetic learner corpus (Trouvain et al. 2016). 20 German and 20 French native speakers read the same narrative text ("The three little pigs") in their respective L1 and L2. Both language versions contain 13 sentences. In both language groups, 10 speakers were at beginner's level of L2 and 10 at advanced level (A2 vs. B2/C1, respectively, in the Common European Framework of Reference for Languages). In total, 80 recordings were annotated and analysed with respect to silent pauses, breath pauses ('unfilled' pauses with inhalation noise) and sections containing disfluencies (disfluent phases) or not (fluent phases). Recording durations of the text readings were between 50 and 200 seconds.
One of the main results is that in our read material virtually no hesitation particle occurred, i.e. all pauses were 'unfilled' pauses (in fluency research terminology, e.g. Lickley 2015). However, most pauses were breath pauses, i.e. they are phonetically filled with audible inhalation noises (making the term 'filled pause' questionable from a phonetic point of view). Contrary to this general pattern of pauses at appropriate prosodic-syntactic locations, the great majority of pauses in disfluent phases were non-breath pauses which were also shorter than breath pauses.

As expected beginners were generally more disfluent than advanced learners. Likewise speech of advanced learners showed more disfluencies than native speech (compared to the own native speech and also to L1 speakers). Native speech was not free of disfluencies, a remarkable number of speakers showed also (few) disfluencies in their L1. Native and non-native speakers also slightly differed with respect to prosodic phrasing. Generally, individual differences were rather large, with advanced L2 learners showing a low fluency level and beginners with a high degree of fluency.

A more detailed knowledge of individual patterns of disfluency can be very important for automatic (and human) fluency assessment. It would be a general benefit if we would know more about the aspects on which the perceived fluency are based in the speech production of various types of speech situations, e.g. to correlate the utterance fluency of read speech with that of spontaneous speech, as already done by Cucchiarini et al. (2010). Furthermore, it would be a benefit for an individual L2 learner to hear whether s/he has improved on utterance fluency and to use visualisations and other forms of feedback, e.g. in a computer-assisted pronunciation and fluency training.

Although in read speech the planning processes are basically reduced to the phonological planning and its phonetic execution, this type of data provides enough material to investigate L2 fluency. An interesting topic for future studies would be a comparison of L1 and L2 read and spontaneous speech of the same speaker.
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The ability to speak and communicate with other people is an essential skill to succeed in this society, so we might assume that a disruption in this ability will have a dramatic impact on daily life.

Stuttering is a speech disorder affecting 1% of adults (Bloodstein & Bernstein, 2008) and is associated with involuntary sound repetitions, abnormal hesitations or pausing before speech and the prolongation of certain sounds, usually vowels and semivowels (Foundas et al., 2004). An influential model for explaining the cause of stuttering is the vicious circle hypothesis of Vasic and Wijnen (2005). Accordingly, speakers who stutter suffer from a malfunctioning of the monitoring mechanism of the speech production system. This hypothesis proposes that three attention parameters of the speech monitor are malfunctioning. First, people who stutter (PWS) invest a huge amount of attention resources in monitoring compared to people who do not stutter (PWNS). Second, the monitoring of PWS is rigid and maladaptive. PWS are continuously looking for all kinds of signs of realized or imminent disfluencies. Third, the speech monitor of PWS is too strict. PWS reject speech that PWNS would consider as normal. Evidence for this hypothesis comes from dual task experiments. In dual task experiments, participants are asked to carry out two (or more) tasks simultaneously, such as to simultaneously process visual and verbal material. It has been found that stuttering frequency decreased in PWS when the focus of attention was drawn away from speech production with a secondary task (Vasic & Wijnen, 2005). However, there is also research suggesting the opposite effect of dual task execution on stuttering frequency (e.g. Bosshardt, 2002), suggesting an alternative hypothesis that the speech of PWS is more sensitive to interference from other attention-demanding activities than that of PWNS and that performing a secondary task while speaking increases stuttering frequency.

In these times of globalization and cultural exchange, the number of bilinguals, or individuals who regularly use two languages, is constantly increasing. The prevalence of bilingualism is even estimated to exceed 50% of the world population (Grosjean, 2010). The influence of bilingualism on stuttering, however, remains largely unknown and research mainly focused on stuttering within one single language. In the current study, we aimed exploring whether and how bilingualism affects stuttering severity. It is widely accepted that for a bilingual who does not master his two languages to the same degree (moderate bilingual), speaking in a second language (L2) is more attention-demanding than speaking in the first language (L1) due to the requirement to inhibit a constant coactivation of the dominant language (Green, 1998). If stuttering and bilingual language control tap on the same attentional system and if stuttering is due to a hypersensitive monitor that devotes too much attention to speech monitoring, stuttering frequency should be lower in L2 for moderate bilinguals. For those bilinguals, attention must be dedicated to the inhibition of the more dominant L1 in order to speak in the less proficient L2. This language control necessity might reduce hypersensitivity to the speech plan, because attention must be divided between the inhibition of the L1 as well as to the monitoring of the speech, hence creating a dual-task setting. Furthermore, stuttering frequency should be lower for bilinguals who are equally proficient in both languages.
(advanced bilinguals) compared to moderate bilinguals because they have to inhibit both their L1 and L2 to the same extent. Therefore, they are constantly inhibiting one language in order to use the other and hence, which thus constantly requires an amount of the available attention capacity.

In the current study, we tested these hypotheses in a sample of 30 bilingual PWS. 15 bilinguals were moderate bilinguals who did not master their languages to the same degree and 15 bilinguals were highly proficient in both of their languages. They were required to perform a network description task in both their first (Dutch) and second (French or English) language, once as a single task, and once under dual-task conditions where attention resources were depleted through the introduction of a secondary tone discrimination task. During the network description task, participants were asked to describe in full sentences the route that was taken by a red dot across the drawings and lines on the network at the pace of the moving dot, which was calibrated at the normal speech rate of a native speaker in the tested language. A comparison of the stuttering frequency during the network description task between the two groups and between the two languages was done. First, there was no difference in overall stuttering frequency between our moderate and advanced bilingual groups, in any language. Interestingly, we observed a decrease of stuttering frequency under dual-task conditions within the L1 for both groups, while the dual-task condition had no impact on the stuttering frequency within the L2. Together, these data are in line with the Vicious Circle hypothesis, which assumes a hypersensitivity of speech monitoring in people who stutter. Our data show that reducing the available attentional resources for speech monitoring by a secondary, non-linguistic task that requires a lot of attention, reduces stuttering frequency. Our data further show that the requirement of language control in bilingualism, on the other hand, doesn’t influence stuttering severity. We discuss the implications of these findings for theorizing about the interaction between stuttering and bilingualism.
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Introduction

Filled pauses (FPs) are believed to be relevant to online speech planning. When speakers need extra time for preparing upcoming speech, they are likely to use FPs. Speakers may utter FPs because they need more time to come up with suitable expressions or to gain time for conceptual planning. Swerts found that FP rate was higher at major discourse boundaries than at shallower boundaries [1]. His findings are compatible with the idea that FPs are more frequent when heavier conceptual planning takes place. This leads to the hypothesis that FP rate is higher at deeper boundaries. Holms observed higher FP rate at sentence boundaries than at clause boundaries in English and French [2]. The results support the hypothesis. On the other hand, research on Japanese FPs indicates that FP rate at sentence boundaries is not higher than the rate at strong clause boundaries, which does not support the hypothesis [3]. To confirm the discrepancy between these findings, we examined FP rates at sentence and clause boundaries in similar type of speeches in English and Japanese. If the locations with higher FP rates differ, it is possible to conjecture that FPs are used differently depending on the language.

Method

2.1. Corpus

The Japanese data were obtained from a subset of “The Corpus of Spontaneous Japanese (CSJ)” [4]. We sampled 10 male and 10 female speakers in their twenties and early thirties. They were instructed to talk about given topics such as “the happiest memory in my life” for 10 to 15 minutes. FPs such as “anoo” and “eeto” were labeled. Sentence boundaries and clause boundaries were marked. In Japanese, subordinate clauses always precede the main clause and connective particles are located clause-finally. The degree of dependency of subordinate clauses on the main clause is indicated by the type of connective particles. For example, subordinate clauses with certain type of connectives can have their own topics and/or subjects, while clauses with other type of connectives cannot. Boundaries after subordinate clauses which are more dependent on the main clause are called weak clause boundaries, and boundaries after subordinate clauses which are less dependent on the main clause are called strong clause boundaries, hereafter.

English speeches were also collected so that a contrastive study would be possible. The participants were 10 male and 10 female speakers of American English in their twenties and early thirties. The participants were instructed to talk about a given topic “the most memorable event in my life” for at least 10 minutes in front of a small audience. FP labels were given to “um” and “uh” in the transcription. The beginning and the end of main clauses, coordinate clauses, and adverbial clauses with finite verbs were marked. Sentence boundaries were marked additionally to clause boundaries by one labeler, when the labeler found boundaries strong based on the content of clauses and the prosody.
2.2. Procedure

We counted the total number of clauses and the number of clauses with clause-initial FPs immediately after the three boundary types for each speech and averaged over 20 speeches for each language. The three boundary types are as follows:

Japanese: 1) sentence boundaries; 2) strong clause boundaries; 3) weak clause boundaries

English: 1) sentence boundaries; 2) clause boundaries immediately after coordinate clauses, called coordinate clause boundaries hereafter; 3) clause boundaries immediately after adverbial clauses with finite verbs, called adverbial clause boundaries hereafter.

English boundary grouping is based on the preceding clause type to be concordant with Japanese boundary grouping.

Results

In English, clause-initial FP rate was highest at sentence boundaries (29 out of 127 sentence boundaries on average per speech, 24%), lowest at coordinate clause boundaries (4 out of 67 coordinate clause boundaries, 8%), and inbetween at adverbial clause boundaries (2 out of 11 adverbial clause boundaries, 17%). Only the rate at coordinate clause boundaries was significantly lower than the other two rates.

In Japanese, clause-initial FP rate was highest at strong clause boundaries (16 out of 48 strong clause boundaries on average per speech, 35%), which was significantly higher than the rate at sentence boundaries (13 out of 47 sentence boundaries, 26%) and the rate at weak clause boundaries (24 out of 82 weak boundaries, 29%). There was no significant difference between the latter two rates.

Discussion

In English, the rate of clauses with clause-initial FPs was highest at sentence boundaries, which supports the hypothesis that FP rate is higher at deeper boundaries. FPs seem relevant to speakers’ cognitive load of conceptual planning in English. We presumed that adverbial clause boundaries are shallower than coordinate clause boundaries because the content of the main clause is already planned, at least to certain extent, at the beginning of the sentence and not much planning is needed at adverbial clause boundaries. From this presumption FP rate at coordinate clause boundaries should be higher than the rate at adverbial clause boundaries, but it was not. We should reconsider this presumption. FP rate at coordinate clause boundaries was lower than the rate at adverbial clause boundaries possibly because of conjunctions at coordinate clause boundaries. Speakers can gain time for preparing upcoming speech while they are saying “and”, for example. On the other hand, because conjunctions are not used at adverbial clause boundaries, speakers are likely to need other items such as FPs.

FP rate was not highest at sentence boundaries in Japanese, which does not support the hypothesis. Instead, FP rate was highest at strong clause boundaries. It is possible that Japanese FPs are not so relevant to conceptual planning as English FPs are. Silent pauses (SPs) tend to be longer at deeper boundaries. Some part of long SPs, instead of FPs, may be being used for speech planning at sentence boundaries in Japanese. The rate at strong clause boundaries was significantly higher than the rate at weak clause boundaries, indicating that conceptual planning
is not irrelevant to FP occurrence. The results suggest that the type of problems that FPs are most sensitive to may differ depending on the language.


A new perspective in analysing task effects on fluency development in L2. Mandarin beyond the classroom

Clare WRIGHT

University of Leeds

The study reported here, examining longitudinal changes in L2 Mandarin fluency during Study Abroad (SA), thus aims to add to our understanding of fluency at the cognitive/utterance interface by reporting on data, gathered across four monologic and dialogic tasks, involving prepared and unprepared speech. Unusually, we used both CLAN and PRAAT methodologies to track lexical and grammatical development as well as highlight specific patterns in (dis)fluency indicators. Given the nature of Mandarin, calculations usually based on word or syllable are all here based on single characters. The combined methods allowed us reliably to compare changes in speed, breakdown and complexity of output (Skehan, 2014) – namely articulation rate, number and location of silent pauses, number and location of filled pauses, repairs, mean number of characters per utterance and lexical diversity. Participants were ten adult L1 English learners of Mandarin, assessed before and after a year’s Study Abroad (SA). We found that across tasks, measures generally showed clear improvement: in particular mean number of characters per utterance, articulation rate, use of filled pauses improved significantly (p <.01). However, other measures such as repairs, mean length of silent pauses, location of silent pauses, length of utterance (MLU) and lexical diversity, differed between tasks, and were very variable across the group. In particular we found that significant between-task differences in the monologic tasks on most variables disappeared, but not for MLU or clause-internal pausing. In the dialogic tasks, we found consistently significantly shorter MLU at both times on both tasks compared to the monologic tasks (p < .05), that the prepared task had significantly slower articulation rate (p <.05) and shorter MLU (though ns) than the unprepared task, though with greater SD, and inconsistent improvement on pausing, confounding our predictions that preparation would aid both monologic and dialogic tasks, and that time spent abroad during SA would favour greater development in unprepared vs. prepared tasks.

This study highlights useful task effects when considering development of L2 fluency; more broadly it emphasises the value of collecting detailed longitudinal SLA-motivated datasets of language learners moving between instructed and immersed contexts (Du, 2013), and using
theoretically-grounded comparisons of different task demands on cognitive and utterance fluency development. However, we also note the current lack of standardised reliable measures differentiating between task-based cognitive load, planning effects, and monologic vs. dialogic interaction (Pallotti, 2009; Tavakoli, 2016). We will address how further research could address some of the theoretical and methodological issues involved in analysing systematic linguistic development in L2 Mandarin, and their pedagogical implications.


Predicting ESL learners’ oral proficiency by measuring the collocations in their spontaneous speech

Jing XU
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1. Introduction

[Words] are interconnected, not isolates … meaning is derived from context, and … collocation is key (Moon, 2008, p. 243).

Moon’s words aptly describe the scaffolding role of collocation in a language. Many researchers have argued for the centrality of collocation to speech communication based on the assumption that effective use of prefabricated units saves a speaker’s limited attentional resources and increases speech accuracy and idiomaticity (Bygate, 1987; Kormos, 2006; Schmitt, 2010; Wray, 2002). However, very limited research has explored ways to measure the collocation occurrences in learner speech and the predictive power of these measures for perceived oral proficiency. The current study is novel in that it measures three dimensions of L2 collocation production in spontaneous speech: accuracy, complexity, and fluency.

2. Research Questions

The goal of this study was to investigate the empirical performance of a series of theory-based collocation measures for predicting L2 oral proficiency. It posed two research questions. First,
what collocation measures can effectively differentiate among L2 speakers of different proficiency levels? Second, to what extent can collocation measurement predict expert judgment of oral proficiency?

3. Methods

The study focused on ten syntactic patterns of lexical collocations in spontaneous L2 English speech. They were adjective + noun, adverb + adjective, adverb + verb, noun + noun, noun of noun, noun + verb, verb + noun, phrasal verb + adverb, noun + phrasal verb, and phrasal verb + noun. The spoken data were obtained from SPEAK/TEACH, a college-level oral English test developed and used by Iowa State University. SPEAK assesses a candidate’s ability to engage in everyday conversation whereas TEACH assesses a candidate’s ability to disseminate discipline-specific academic information.

The study participants were sixty graduate students whose native language was Mandarin Chinese. They were drawn from four oral proficiency groups using a stratified sampling technique. Their oral responses in the SPEAK/TEACH test were marked on a scale of 0 to 300 by a panel of three certified examiners based on criteria covering pronunciation, vocabulary, fluency, and content. The inter-rater reliabilities were .89 for SPEAK and .91 for TEACH.

The collocations identified in learner speech were coded in three dimensions: accuracy, complexity, and fluency. The accuracy dimension included two subcategories: semantic accuracy (i.e., meaningfulness of the co-occurrence of root morphemes) and grammatical accuracy (i.e., morpho-syntactic error). The complexity dimension also contained two subcategories: transparency and restrictedness (i.e., substitutability of collocates). The fluency dimension had a single subcategory: automaticity (i.e., smoothness of oral collocation production).

Collocation coding was performed by nineteen faculty members and students in an Applied Linguistics program. Among them, fourteen were native English speakers and five were nonnatives. Non-native coders did not perform coding of semantic accuracy and restrictedness which, according to Schmitt (1998), requires native-speaker intuitions.

To answer the first research question, a one-way between-subjects analysis of variance (ANOVA) was performed on each collocation measure as a function of oral proficiency levels. Post hoc tests were also performed to further examine the differences. To answer the second research question, multiple regression was performed using collocation measures as the independent variables and human criterion scores of oral performance as the dependent variable.

4. Results

A significant effect of proficiency levels was found for use of acceptable collocations \((F(3, 56) = 10.276, p < .01, \eta^2 = .355)\), highly restricted collocations \((F(3, 56) = 6.890, p < .01, \eta^2 = .270)\), and choppy collocations \((F(3, 56) = 41.230, p < .01, \eta^2 = .688)\). However, no difference was found in use of partially figurative collocations \((F(3, 56) = 2.704, p =.054, \eta^2 = .102)\). In fact, the participants rarely used this type of collocations regardless of oral proficiency.

The variation in collocation measures across proficiency levels met theoretical expectations. Post hoc analysis indicated that proficient English speakers (Levels 1 and 2) generally used acceptable collocations more frequently than non-proficient speakers (Levels 3 and 4). The former also produced choppy collocation units more frequently than the latter while speaking (see Figure 1).
When collocation measures were used to predict the sixty speakers’ oral test scores, a significant prediction was found both in the SPEAK test ($F(8, 56) = 15.738, p < .001$, adjusted $R^2 = .678$) and the TEACH test ($F(8, 58) = 10.726, p < .001$, adjusted $R^2 = .573$). Particularly, there was a significant negative prediction of the SPEAK score by choppy collocations ($B = -74.69, t(56) = -6.07, p < .001, sr^2 = -.659$) and a significant negative prediction of the TEACH score by choppy collocations ($B = -84.90, t(58) = -6.410, p < .01, sr^2 = -.672$) and unacceptable collocations ($B = -6.70, t(58) = -2.446, p < .01, sr^2 = -.327$).

5. Conclusion and Implications

This study found that L2 speakers’ collocation use in spontaneous speech had an effect on expert raters’ judgment of their oral proficiency. The discussion over the collocationspeaking relationship has largely remained at a theoretical level (Millar, 2011). The findings of this study lent empirical support for the centrality of collocation competence to L2 oral proficiency.

In the common practices of L2 speaking assessment, a test taker’s collocational performance is usually not specifically rated mainly because human raters can only focus on a limited range of speech characteristics. However, automated scoring technologies have given us high hope for looking into learner speech in great detail. This study suggests that the collocation occurrences in free L2 speech deserve computational linguists’ closer attention because they contain useful information for predicting human judgment of oral proficiency.

Since construct underrepresentation is a major drawback of automated speaking assessment (Xi, 2010), it is recommended that computational linguists implement a multidimensional scale of collocation measurement to future development of speech auto-markers. Scoring L2 learners’ collocation production in speaking practices and providing them with formative feedback on this performance would have a positive impact on language teaching and learning.


